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Introduction: 
Reflection groups and 
invariant theory 

The concept of a reflection group is easy to explain. A reflection in Euclidean 
space is a linear transformation of the space that fixes a hyperplane while sending 
its orthogonal vectors to their negatives. A reflection group is, then, any group 
of transformations generated by such reflections. The purpose of this book is to 
study such groups and their associated invariant theory, outlining the deep and 
elegant theory that they possess. 

The book can be divided into three parts. Reflection groups and their invariant 
theory provide the main themes of this book, and the first two parts are focused 
on these topics. The first thirteen chapters deal with reflection groups.(Coxeter 
groups and Weyl groups) in Euclidean space, whereas the next thirteen chap­
ters study the invariant theory of pseudo-reflection groups. These latter groups 
are generalizations of Euclidean reflection groups to the case of arbitrary vector 
spaces, and provide a more natural context in which to do invariant theory. The 
third part of the book, consisting of the last eight chapters, is a study of conjugacy 
classes in reflection and pseudo-reflection groups. 

(I) Chapters 1-13: Reflection groups and root systems 

The study of reflection groups was initiated by the work of Coxeter in the 1930s 
and has continued to the present. Notably, all Euclidean reflection groups possess 
a Coxeter group structure. The first eight chapters of the book detail the main re­
sults obtained for reflection groups and their associated Coxeter group structures. 
This includes a very explicit classification result. The principal tool employed in 
the analysis is that of a root system. A root system can be regarded as a linear 
algebra reformulation of the geometry of the reflecting hyperplanes. Root sys­
tems provide algebraic and combinatorial data that can be readily used to analyze 
reflection groups. A classification of finite Coxeter groups and reflection groups 
follows from this analysis. 

The study of Weyl groups is a subtheme of the study of Euclidean reflection 
groups. These are the reflection groups that possess crystallographic root systems. 
The classification ofWeyl groups and of crystallographic root systems is a refine­
ment of the classification of Euclidean reflection groups. Weyl groups and crystal-

1 
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2 Reflection groups and invariant theory 

lographic root systems are discussed and classified in Chapters 9-13. These clas­
sifications are fundamental and play an important role in various areas of mathe­
matics not treated in this book, notably in Lie theory. 

(II) Chapters 14-26: Pseudo-reflection groups and invariant theory 

Invariant theory has been an area of investigation for more than one hundred 
years. The invariant theory of reflection groups has been a significant topic since 
the 1950s. It arose out of the study of the homology of Lie groups. Motivated 
by that study, Chevalley showed that the ring of invariants of a reflection group 
has a very simple structure, namely that the invariants form a polynomial alge­
bra. At the same time, it was realized by Shephard-Todd that this fact holds, 
more generally, for complex pseudo-reflection groups. As mentioned, pseudo­
reflection groups provide the natural context in which to discuss the invariant 
theory of reflection groups. A comprehensive study of the invariant theory of 
pseudo-reflection groups was thereafter undertaken (by, among others, Bourbaki, 
Solomon, Springer and Steinberg) showing how invariant theory gives a great deal 
of information about pseudo-reflection groups, and can even be used to charac­
terize them in many cases. In particular, the fact that the polynomial property 
actually characterizes pseudo-reflection groups, and that this relation holds over 
most fields, was presented in the Bourbaki treatment of reflection groups. 

Chapters 14-26 provide a detailed treatment of pseudo-reflection groups and 
their invariant theory. The basic theme of the discussion is that pseudo-reflection 
groups have a particularly nice invariant theory and, moreover, the structure of 
pseudo-reflection groups is mirrored in their invariant theory. Chapters 14-19 

present the fundamentals concerning pseudo-reflection groups and their rings of 
invariants. In particular, the cited Chevalley-Shephard-Todd-Bourbaki results are 
established. Chapters 20-26 are devoted to embellishments of the basic theory. 
Notably, skew invariants and the ring of covariants for pseudo-reflection groups 
are studied in some detail. 

(III) Chapters 27-34: Conjugacy classes 

The last eight chapters focus on the conjugacy classes of elements and subgroups 
in finite (pseudo) reflection groups. The first two parts of the book will have 
demonstrated that a great deal of information about (pseudo) reflection groups 
can be obtained from root systems and invariant theory, respectively. This third 
part continues this approach studying the conjugacy classes of (pseudo) reflection 
groups from the vantage point of either root systems or invariant theory. Chap­
ters 27-30 are a continuation of Part I. They demonstrate how root systems can 
be used to provide information about canonical elements in Euclidean reflection 
groups, notably Coxeter elements and involutions. Chapters 31-34 are a continu­
ation of Part II. These chapters study the eigenvalues and eigenspaces of elements 
in pseudo-reflection groups via the associated ring of invariants. 

Reflection groups are not only of great interest in their own right. They also 
playa key role in other areas of mathematics. As already suggested, algebraic 
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groups, Lie theory, and the homology of classifying spaces, are areas where they 
particularly have found significant applications. In fact, the interest in reflection 
groups, and the drive to develop a full theory for them, arose precisely from their 
uses in these areas. Unfortunately, we shall only be able to hint at such connections 
in this book. Representative books for obtaining more information are: Benson 
[1], Carter [1], Humphrey [1] and Smith [1]. 

This book has evolved from various graduate courses given by the author over 
the past ten years at the University of Western Ontario. It is intended to be a grad­
uate text, accessible to students with a sufficient background in algebra. The needs 
of the reader will vary from chapter to chapter. A basic knowledge oflinear alge­
bra, group theory, and ring theory is assumed. With this background, a great deal 
of the book is accessible. This is particularly true for the chapters dealing with 
Euclidean reflection groups. But certain chapters connected with invariant theory 
(notably 19, 25, 26, 33, 34) are more demanding of the reader, both with respect to 
background and to general mathematical maturity. Module theory and extension 
theory (Galois theory and its analogues in graded ring theory) is used through­
out the study of invariant theory. A brief summary of graded ring and module 
theory is provided in Appendix A. It is useful, at times, to impose the framework 
of representation theory on reflection groups to better understand what is hap­
pening. Appendix B provides a short summary of the theory of group representa­
tions. Previous exposure to such background material as above is clearly a benefit. 
Quadratic forms are used in the classification of reflection groups and a summary 
of basic facts is provided in Appendix C. Other background is provided in short 
summaries at various places throughout the text. For example, graded extension 
theory is sketched in §16-3. As well, there is a summary of algebraic geometry in 
§33-2. 



I Reflection groups 

In Part I we introduce Euclidean reflection groups, and some of the more im­
portant concepts associated with their theory. The main theme of Part I is that 
the root systems associated with a given finite Euclidean reflection group can be 
used to analyze the group. In fact, most results are ultimately obtained by study­
ing the canonical permutation action of reflection groups on their root system. 
Equivalently, from a geometrical point of view, we are looking at the configura­
tion formed by the reflecting hyperplanes, and at the action of the reflection group 
on these hyperplanes. In Chapter 1, we define Euclidean reflection groups and dis­
cuss a number of important examples of such groups. In Chapter 2, we introduce 
root systems. A root system is a reformulation of a finite reflection group in terms 
oflinear algebra. In Chapter 3, we introduce fundamental systems of root systems. 
In Chapter 4, we define the concept of length in a reflection group. In particular, 
we characterize length in terms of the action of the group on its root systems and 
prove the Matsumoto exchange and cancellation properties. In Chapter 5, we deal 
with parabolic subgroups. This last chapter is something of an appendix to the 
first four chapters of the book. It will not really be needed until the study of con­
jugacy classes in Chapters 27-30. However, the material is a natural extension of 
the discussion of fundamental systems, and so it is presented in Part 1. 

5 



6 1. Reflection groups 

1 Euclidean reflection groups 
The goal of this chapter is to introduce Euclidean reflection groups. This will be 
done in two ways. First of all, examples of reflection groups, in the plane and in 3-
space, are discussed in detail. Secondly, we provide, via a preliminary discussion 
of Weyl chambers and invariant theory, a suggestion of the beautiful structure 
theorems that hold for reflection groups, and that explain the interest in such 
groups. The dihedral and symmetric groups will receive particular attention. 

1-1 Reflections and reflection groups 

We shall work in C-dimensional Euclidean space lEo In other words, lE = Hi where 
Hi has the usual inner product. More abstractly, lE is a C-dimensional vector space 
over lR provided with a pairing 

satisfying: 

(i) (ax + by, z) = a(x, z) + bey, z) 
(ii) (x, y) = (y, x) 
(iii) (x, x) 2 0 and (x, x) = 0 if and only if x = O. 

(In the above x, y, z E lE, while a, bE 1ft) 
We can define reflections either with respect to hyperplanes or vectors. First 

of all, given a hyperplane H C lE through the origin, let L = the line through 
the origin that is orthogonal to H. (So lE = H ED L.) Then, define the linear 
transformations SH: lE --+ lE 

SH • X = x if x E H 

SH . X = -x if x E L. 

We can also define reflections with respect to vectors. This is the formulation we 
shall be using. Given 0 =1= 0: E lE, let Ha C lE be the hyperplane 

Ha = {x I (x, 0:) = a}. 

We then define the reflection Sa: lE --+ lE by the rules 

sa . X = x if x E Ha 

Sa' 0: = -0:. 

Observe: Given 0 =1= k E H, then Ha = Hka and Sa = Ska' 

We shall call Ha the reflecting hyperplane or invariant hyperplane of Sa. Here 
are some useful properties of Sa and Ha. 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001



1. Euclidean reflection groups 

Properties: 

(A-I) 

(A-2) 
(A-3) 
(A-4) 

s . x = x - 2(x,n) a for all x E lE 
a (a,a) 

Sa is orthogonal, i.e., (Sa' x, Sa . y) = (x, y) for all x, y E lE 
detsa = -1 
If'P is an orthogonal automorphism of lE then 

'P' Ha = H""a 
-I 'PSa'P = s",·a· 

7 

To prove (A-I), check the effect of the RHS of the formula on Ha and on oo. To 
prove (A-2), substitute formula (A-I) in (sa' x, Sa . y). To prove the first fact of 
(A-4), observe that x E Ha implies ('P . x, 'P . a) = (x, a) = O. Hence, 'P . Ha C 
H'P. a . By comparing dimensions, we then have 'P . Ha = H'P. a . To prove the 
second fact of (A-4), check the effect of 'Psa'P-I on H'P'a = 'P . Ha and on 'P . oo. 

Besides reflections, we also have the concept of a reflection group. Let 

O(lE) = {f: lE ~ lElinearand (t(oo),f(!3)) = (00,;3) for all oo,;3} 

be the orthogonal group of lEo Given W C O(lE), we say that W is a Euclidean 
reflection group if W is generated, as a group, by its reflections. Two reflection 
groups W C O(lE) and Wi C O(lE') will be said to be isomorphic if there exists a 
linear isomorphism f: lE ~ lE' preserving inner products and conjugating W to 
W I. In other words, 

(t(x),f(y)) = (x,y) for all x, y E lE 

fWrl=W ' . 

A reflection group W c O(lE) is reducible if it can be decomposed as W = WI X 

W2, where both WI C O(lE) and W2 C O(lE) are nontrivial subgroups generated 
by reflections from W. Otherwise a reflection group will be said to be irreducible. 
Our treatment of reflection groups will include a classification of those that are 
finite and irreducible. 

The concept of a reflection as defined here can be generalized. Beginning in 
Chapter 14, we shall deal with pseudo-reflections, the extension of reflections to 
vector spaces over arbitrary fields. Our reason for beginning with Euclidean re­
flection groups is that they possess a theory all their own. In particular, we can use 
the trigonometry of the underlying Euclidean space to understand their structure. 
Section 1-4 provides a good illustration of this process. 

Remark: We shall generally write our groups multiplicatively. The one exception 
to our multiplicative notation will be l/ nl for the cyclic group with n elements. 
Group actions on sets, G x S ~ S, are defined at the beginning of Appendix B. 
Such actions will be used extensively throughout this book. We use"·" to denote 
group actions on a set. See properties (A-I), (A-2) and (A-4), above, for illustra­
tions of this notation. 



8 1. Reflection groups 

We finish this section with a key example of a reflection group. 

Example: The Symmetric Group:Ef :Ef acts on I = Hi = {(Xl,"" Xl)} by 
permuting coordinates. We thereby obtain a subgroup:Ei C O(I). This subgroup 
is a reflection group. First of all, every permutation can be written as a product of 
the involutions {(i, j) I 1 S i < j Sf}. Secondly, with the given action, these 
involutions are reflections on Hi. For the involution T = (i, j) fixes every element 
of the hyperplane 

HT = {(Xl, ... ,Xl) I Xj = Xj} 

while it acts as -1 on the orthogonal line 

LT = {(O, ... ,O,Xj,O, ... ,O,Xj,O, ... ,O) I Xj = -Xj}. 

1-2 Groups of symmetries in the plane 

In this section, we demonstrate that reflection groups occur quite naturally in 
the plane. Namely, when we consider the group of symmetries of certain planar 
objects, the groups turn out to have the additional property of being reflection 
groups. The next few sections will then be spent discussing these examples. The 
planar reflection groups will turn out to have a simple and elegant structure. They 
are dihedral groups. It will eventually be seen that these dihedral structures are 
indicative of the general situation. Every reflection group has a simple and elegant 
structure called a Coxeter group presentation. And dihedral groups turn out to be 
the simplest examples of such Coxeter group structures. 

The automorphism group of the n-gon Pn 

.---. ........ 
I " • • , ~ 

1\ 1 
J 

" / --.----
is a reflection group in the plane. The group consists of 2n elements. For if we 
pick a vertex on Pm then any automorphism is determined by the image of the 
vertex plus the image of the two edges attached to it. The group consists of n 
rotations (forming a cyclic group of order n) plus n reflections. The following 
pictures illustrate the possible reflections for the case of the 5-gon and the 6-gon. 



1. Euclidean reflection groups 9 

To see that the automorphism group of Pn is generated by its reflections, think 
of the plane as being divided into chambers via the n lines defining the reflections 
of the group. The picture above illustrates the process. Each chamber is a pie­
shaped region touching the origin. Now, choose any chamber and consider the 
two reflections 51, 52 determined by its sides. These two reflections generate the 
group. First of all, t = 5152 is a rotation of order n (to see this, check the effect 
of t on the vertices of P n). So {1, t, t2, ... , tn-I} are the n rotations. Secondly, 
{tkslt-k} for 0 ::; k::; n - 1 are the reflections (to see this, check the effect oftk 

on the vertices of Pn and then use rule (A-4) of §1-1). 
We shall further analyze the above reflection groups in the next two sections. 

In § 1-3 it will be shown that they are dihedral groups. Conversely, it will be shown 
in § 1-4 that the examples of this section turn out to provide a complete list of 
planar reflection groups. The fact that planar reflection groups have a dihedral 
group structure, turns out to be the key to this classification. Chambers, and 
their relation to the structure of their associated reflection groups, will be further 
discussed in § 1-6. 

1-3 Dihedral groups 

Before we define the dihedral group, we first recall what the semidirect product 
means. Recall that H <;;; K is normal if kH = Hk for all k E K, i.e., kHk- 1 = H 
for all k E K. As usual, we use the notation H <J K to denote a normal subgroup. 

Definition: Given a group K with subgroups G and H satisfying 

(i) K = GH, i.e., every element k E K can be written k = gh where g E G and 
hEH 

(ii) G <J K 
(iii) GnH = {I} 

we then say that K is the semidirect product G )<l H. 

Observe that the decomposition k = gh in property (i) is unique. For if gl hi = 
g2h2 then g~lg2 = hlh21. Since G n H = {1}, it follows that gl = g2 and hi = h2. 
This uniqueness property then tells us that IKI = I GlIHI. 

Examples: Some of the symmetric groups are semi direct products. We can write 

I:3 = 1-/31- )<l 1-/21-, 

where 1-/21- is generated by the involution (1,2) and 1-/31- is generated by the 
cycle (1,2,3). We can also write 

I:4 = (1-/21-)2 )<l I:3, 

where (1-/21-)2 is the Klein group {1, (1,2)(3,4), (1, 3)(2, 4), (1,4)(2, 3)}. 
A semidirect product can also be specified by giving a group homomorphism 

¢: H ~ Aut( G), where G and H are groups. (Here Aut( G) denotes the group 
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automorphisms of G. The group structure on Aut(G) is given by composition.) 
The semidirect product G ><I H is the group whose underlying set is G x Hand 
whose multiplication is defined by the rule 

So the semidirect product multiplication is obtained by introducing a "twisting" 
factor ¢(hl ) into the direct product multiplication. In particular, if ¢ is the trivial 
homomorphism (i.e., ¢(h) = 1 for all h E H), then G ><I H is the usual product 
G x H of the groups G and H. 

We should also observe that, if G and H are considered subgroups of G ><I H, 
then the homomorphism ¢: H - Aut( G) corresponds to the action of H on G as 
inner automorphisms. 

Example: As an example of a semidirect product appearing often in this book 
consider (1/2I x ... x 1/21) ><I El> where we have f copies of 1/2I and the 
symmetric group El acts on 1/2I x ... x 1/2I by permuting factors. The need for 
this semidirect product will quickly arise. The automorphism group of the cube 
(which will be discussed in §1-S) is the f = 3 case. The interest in (1/21)i ><I El 
lies in the fact that these groups are reflection groups. For there is a well-defined 
action of (1/21)i ><I El on Rl = {(Xl, ... ,Xl)}, given as follows: 

Ei permutes the coordinates {Xl, ... , Xi} 

(Z/2Z)i acts as sign changes on the coordinates {Xl, ... ,xe}. 

As observed in § 1-1, Ei is a reflection group under the permutation action on Ri. 
Similarly, (1/21)i is generated by reflections. For a sign change on a single factor 
is a reflection and these sign changes generate (1/2Il. It follows that (1/21)l ><I El 
is an Euclidean reflection group. 

We now introduce the dihedral group Dn. 

Definition: The dihedral group is the group Dn = l/nl ><I 1/2I where if X gen­
erates 1/2I then xyx = y-l for any y E I/nl. 

Examples: 

(a) D2 = 1/2I x 1/2I 
(b) D3 = E3. The identification E3 = 1/3I ><I 1/2I was made above. 
(c) Dn = the automorphism group of Pn was discussed in §1-2. The dihedral 

structure l/nl ><I 1/2I is obtained by letting X = any reflection of Pn and 
Z/nZ = the rotations of Pn• We note that if y is chosen to be a generator 
of l/nl (i.e., a rotation of order n), then the relations x2 = yn = 1 and 
xyx = y-l are all satisfied. This observation is relevant to Proposition A 
below. 
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By the discussion in § 1-2, the dihedral groups can be represented as reflection 
groups in the plane. As we shall see in the next section, they are the only finite 
reflection groups in the plane. 

We end this section with an alternative description of the dihedral group. By 
a presentation we mean a list of generators of the group plus a list of relations 
that hold between the generators. More formally, a presentation of a group will be 
written 

G = (gi E Girl = ... = r n = 1), 

where {ri} are certain words in the elements {gi}. The identity above means that 
G = F/N, where: 

F = the free group generated by {gi}; 

N = the normal subgroup of F generated by the {ri} 

n KwhereR={rl, ... ,rn }. 

RCK<JF 

In particular, F is the group consisting of all words that can be formed from the 
symbols {gi} U {gi- I }, subject only to the usual group relations e.g. gigi- I = 1. 
So F possesses as few relations as possible. Typically, presentations can be difficult 
to calculate. No such problems will arise in the case of dihedral groups. The next 
two propositions contain canonical presentations of the dihedral groups. 

Write Dn = 'l/ n'l :xl 'l/2'l and let x E 'l/2'l and y E 'l/n'l be generators of the 
two subgroups. The dihedral group, then, has the following presentation. 

Proposition A Dn = (x, y I x2 = yn = (xy)2 = 1). 

Alternatively, let 51 = x and 52 = xy. Then the presentation above can be 
reformulated as 

Proposition B Dn = (51,52 I (51)2 = (52)2 = h52)n = 1). 

From the viewpoint of reflection groups, this second formulation is the "cor­
rect" description of the dihedral group. It is the description arising for Dn when we 
interpret Dn as the automorphism group of the n-gon P n and, hence, as a reflec­
tion group in the plane. Namely, if we return to our previous discussion in §1-2, 
where we established that the automorphism group of Pn is a reflection group, 
then 51 and 52 can be chosen as the two generating reflections obtained from the 
walls of any chamber. In Chapter 6 we shall generalize the concept of a dihedral 
group to that of a Coxeter group. A Coxeter group has a special type of presenta­
tion that is analogous to, but more general than, the dihedral group presentation 
given in Proposition B. As in the special case of the dihedral group, the Coxeter 
group structure is closely related to the geometry of the reflection group. Con­
versely, an arbitrary finite reflection group can be characterized by such Coxeter 
group structures. 

We are left with verifying Propositions A and B. Since the propositions are 
equivalent, we shall prove Proposition B. 



12 I. Reflection groups 

ProofofPropositionB We have a well-defined surjective map F(sl,s2)/N -+ 

Dn. Moreover, by a counting argument, it is an isomorphism. We know IDn I = 2n, 
but also IF INI = 2n. To obtain this second identity, we use the relations (sd 2 = 
(52)2 = 1 to reduce the words of FIN to the form 51525152 ... or 52515251 .... The 
relations (SlS2)n = (s2sdn = 1 can then be used to reduce further the words of 
FIN to expressions 51525152 ... or 52515251 ... , where no more than n terms are 
involved. For example, if (SlS2? = 1, then 51525152 = 5251. We have now reduced 
the number of words in FIN to at most 2n. • 

1-4 Planar reflection groups as dihedral groups 

In this section, we finish our discussion of finite reflection groups in the plane. In 
§1-3 we showed that dihedral groups are planar reflection groups. In these sec­
tions we show that every finite reflection group in the plane is a dihedral group. 
We shall actually show more. As already observed, every reflection is an orthogo­
nal transformation. We shall show the following. 

Theorem 

(i) Every orthogonal transformation of the plane is either a reflection or a rotation. 
(ii) The only finite subgroups of the orthogonal group O(R2) are the cyclic groups, 

ZI nZ, consisting of rotations and the dihedral groups, Dm generated by reflec­
tions. 

The following lemma tells us which of the orthogonal transformations of the 
plane are reflections. 

Lemma A Every orthogonal transformation of the Euclidean plane is a reflection 
(det = -1) or a rotation (det = 1). 

Proof We consider the effect of an orthogonal transformation T on the two vec­
tors a = (1,0) and,B = (0,1). The orthogonality of T forces T(a) and T(,B) to 
also be of unit length and orthogonal to each other. Let e and IJ be the counter­
clockwise angles formed by T(a) and T(,B) with the x-axis. Then IJ = e ± 7r 12. In 
the case IJ = e + 7r 12, T is a rotation through angle e. In the case IJ = e - 7r 12, T 
is a reflection through the dashed line forming an angle of e 12 with the x-axis. In 
pictures we have 

,B ,B / 
/ 

T(,B) 

~r/.T(O) 
T(a) 

~L(T(m 
-. ~ a -t'j ~ a 

I 
/ • 
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We now set about using Lemma A to determine the finite subgroups of O(lR{2). 
5uppose G C O(JR2) is a finite subgroup. By Lemma A, we know that every element 
of G is either a reflection or a rotation. Moreover, the rotations of G form the 
subgroup Ker{ det: G -+ {± 1 } }. So the rotation subgroup either equals G, or is 
of index 2. 

Lemma B The rotation subgroup is of the form I/ nl for some n. 

Proof Choose a (counterclockwise) rotation T with 8(T) (= angle of rotation) 
minimal. Pick an arbitrary rotation 5 E G. We want to show 5 = Tk for some 
integer k. Pick the integer k such that k8(T) ::; 8(5) < (k + 1)B(T), i.e., 

o ::; 8(5) - k8(T) < 8(T). 

Now 5T-k is a rotation through 8(5) - k8(T). So the minimality of 8(T) forces 
8(5) - k8(T) = o. The identity 8(5) = k8(T) then forces 5 = Tk. • 

Lemma C If G contains reflections, then G is the reflection group Dn for some n. 

Proof First of all, G is a dihedral group. Let I/ nl c G be the rotation subgroup. 
By previous comments, l/nl C G must have index 2 (i.e., IGI = 2n). Choose a 
reflection R, plus a rotation T generating I/nl. We have the relations 

R2 = yn = 1 and RTR = T- 1• 

Regarding the last relation, observe that RT is a reflection, since 

det(RT) = det(R) det(T) = (-1)(1) = -1. 

So RTRT = (RT)2 = 1 and RTR = T- 1• This observation also establishes that G 
is a reflection group. For, since (R)(RT) = T, it follows that Rand RT generate G . 

• 
The next lemma, at the moment, is only an aside. But it will later play an 

important role. It demonstrates that the algebra of a finite reflection group reflects 
its geometry. See § 1-6 for an indication of its usefulness. 

LemmaD Given 0:, (3 E lR{2, then SQSS is a rotation through twice the angle between 
0: and (3. 

Proof det(sQss) = det(sQ)det(sj3) = (-1)(-1) = 1. So, byLemmaA,sQss isa 
rotation through some angle. To determine the angle, determine the effect of sQ s(3 
on (3. The following picture illustrates that {3 is moved (in this case, clockwise) 
through twice the angle between 0: and (3. 
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5f3(f3) = -(3 

Remark: The above lemma actually holds in arbitrary dimensions. For, given 
a, (3 E Hi, we can write lRf = A ED B, where 

A = Ho: n ~8 and B = Ha + R(3. 

Then, by property (A-I) of §1-1, So: and 5f3 respect the decomposition: they map 
B to itself and leave A pointwise invariant. So we can reduce to the subspace B, in 
which case Lemma D can be applied. 

1-5 Groups of symmetries in 3-space 

We now turn to the automorphism groups of certain three-dimensional figures 
that will turn out to be reflection groups in 3-space. Unlike the planar reflec­
tion groups, the three-dimensional groups are reasonably complicated and tend 
to illustrate that reflection groups are difficult to analyze, and that some general 
structure theorems are needed in order to see what is going on. 

We shall consider the automorphism groups of the five Platonic solids: tetrahe­
dron, cube, octahedron, dodecahedron and icosahedron (displayed in Figure O. 

We always think of the Platonic solids as embedded in 3-space with their cen­
troid at the origin. Thus the automorphisms of each solid can be regarded as 
orthogonal transformations of R3. Actually, there are only three automorphism 
groups to consider. The automorphism groups of the cube and octahedron coin­
cide, as do those of the icosahedron and dodecahedron. For example, the octahe­
dron can be imbedded in the cube in the following fashion. 
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Tetmhed/i\ 
.~- -"'" - -. . ~ 

• • cub:/: / 
.)--v 

Octahedron /Jl~\ 

~ 
Figure 1: The Platonic solids 
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So any automorphism of the cube induces an automorphism of the octahe­
dron, and vice versa. Similarly, there is an imbedding of the dodecahedron in the 
icosahedron that gives a correspondence between their transformation groups. 

We now give brief summaries of the automorphism groups of the Platonic 
solids. For further details on the Platonic solids and their automorphisms, consult 
Rees [1]. 

(a) Tetrahedron 
The automorphism group of the tetrahedron is the permutation group ~4; for 

an automorphism of the tetrahedron is determined by its effect on the four ver­
tices of the tetrahedron. Moreover, all permutations of these vertices are possible. 

The tetrahedron admits 6 reflections. They can be identified with the switching 
of any two vertices and, hence, with the involutions {(i, j) I 1 :S i < j :S 4} of 
~4. These involutions generate ~4. So the tetrahedron automorphism group is a 
reflection group. 

(b) Cube 
The automorphism group of the cube consists of 48 elements; for an auto­

morphism of the cube is determined by the image of a vertex and the three edges 
attached to it. Thus there are (8)(3!) = 48 possibilities. It is easy to locate two sets 
of automorphisms that, when combined, produce all 48 of these possibilities. Let 
~3 be the permutations of the edges attached to a given vertex 0:, and let (1-/2ZY 
be the subgroup generated by the three reflections whose reflecting planes bisect 
the cube and are parallel to a face. (Observe that these three planes are orthogo­
nal to each other and, hence, the associated reflections commute with each other.) 
The elements of (1-/21-)3 can be used to move the given vertex 0: onto any of the 
eight vertices of the cube. 

By the above remarks, every automorphism of the cube can be decomposed 
into a product of elements from ~3 and (1-/21-)3. Notice, however, that the au­
tomorphism group of the cube is not the direct product ~3 x (1-/21-)3; for the 
elements of ~3 and of (1-/21-)3 do not typically commute with each other. The 
automorphism group of the cube is actually a semidirect product (1-/21-? )<I ~3. 
The permutation action of ~3 on (1-/21-)3 gives the homomorphism ¢: ~3 ----t 

Aut ( (1-/21-)3) used to construct the semidirect product. 
This automorphism group is a reflection group. By definition, the factor 

(1-/21-)3 is generated by reflections. The same is also true of the factor ~3; for 
~3 is generated by any two of its involutions. Each involution fixes one of the 
edges attached to 0: and switches the other two. So each involution is a reflection. 

The cube admits a total of nine reflections. There are the three reflections 
which generate (1-/21-)3. Six other reflecting planes are determined by using the 
six pairs of opposite edges of the cube. 

We notice that the automorphism group can be written as ~4 x 1-/21-. Here ~4 
permutes the four diagonal axes of the cube, while 1-/21- is given by the antipodal 
map. The equivalence of the two descriptions, ~4 x 1-/21- and (1-/21-)3 )<I ~3' can 
also be deduced from the identity ~4 = (1-/n? )<I ~3 of§I-3. 
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(c) Dodecahedron 
The automorphism group of the dodecahedron can be identified with the 

group As x l/2l, where As C ~s is the alternating group. Observe, first of 
all, that an automorphism of the dodecahedron is determined by the image of any 
vertex, and of the three edges attached to it. Since there are 20 vertices, there are 
(20)(3!) = 120 possibilities. The subgroup As is given as permutations on five 
imbedded tetrahedrons, while l/2l comes from the antipodal map. To locate 
the five tetrahedrons, label each vertex of the icosahedron by one of the integers 
{I, 2, 3, 4, 5} and do so in such a fashion that the five vertices of each face (which 
is a pentagon) have the complete set. (We start by labelling one of the pentag­
onal faces, and move outwards.) We then have four vertices labelled by each of 
1,2,3,4,5. The four vertices labelled by any of these integers determine a tetrahe­
dron. 

The dodecahedron has fifteen reflections, each reflection plane being deter­
mined by a pair of opposite edges. It follows from property (A-4) of § 1-1 thatthese 
reflections are permuted among themselves under conjugation. Consequently, 
the subgroup H generated by the reflections is a normal subgroup of l/2l x As. 
But As is a simple group. So the only possibilities for H are H = l/2l, As, 
or l/2l x As. Since H contains fifteen distinct reflections, we can eliminate 
H = l/2l. We can also eliminate H = As. The group As does contain fif­
teen involutions. However, as automorphisms of the dodecahedron, these fifteen 
involutions are rotations through the angle IT about the line determined by the 
midpoints of any two opposite edges, so they are not reflections. We are left with 
H = l/2l X As as the only possibility. 

Remark: As a suggestion of the subtle structure of a reflection group, we point 
out that, for dihedral groups as well as for the examples above, the number of 
reflections in the group is related to the order of the group. In the case of the 
automorphism group of the n-gon, the integers d 1 = 2 and d2 = n satisfy the 
relations that the order of the group is d1d2, while the number of reflections is 
(d1 -1)+(d2 -1). In the case of the automorphism groups of the tetrahedron, cube 
and dodecahedron, we can find integers { d1, d2 , d3 } so that the order of the group 
is d1 d2d3, while the number of reflections is (d1 - 1) + (d2 - 1) + (d3 - 1). We let 
{db d2 , d3 } be {2, 3, 4}, {2, 4, 6} and {2, 6, 1O} respectively. The integers {db d2 } 

or {d1, d2 , d3 } are called the degrees of the group. They arise in the invariant theory 
of reflection groups. A brief introduction to invariant theory and to degrees is 
given in §1-7. A complete discussion and explanation of the relation above is 
given in Chapter 18. 

A great deal of work has to be done in order to prove the results outlined in 
the pr~ceding paragraph. These assertions are really advertisements for the need 
for general structure theorems in order to understand precisely what is going on. 
These general structure theorems will be provided in Chapters 4 and 6. 

Such additional structure theorems, as well as techniques for the analysis of 
reflection groups in arbitrary dimensions, will be suggested in §1-6 and §1-7. In 
§ 1-6 we shall discuss chambers, and show how they can be used to analyze reflec-
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tion groups. In § 1-7 invariant theory is introduced, and the key role played in that 
theory by reflection groups is suggested. 

The automorphism groups of both the tetrahedron and the cube are part of 
a general pattern. Namely, for each f. ~ 3, we can consider the automorphism 
groups of the f.-simplex and of the f.-cube, and show that they form systematic 
families of Euclidean reflection groups. Only the automorphism group of the do­
decahedron is an "exceptional" reflection group, i.e., not part of an infinite family. 
Below, { E 1, E2, ... , E£} will denote an orthonormal basis of the relevant Euclidean 
space lE = ]R.£. 

(a) Symmetry Group of the f.-Cube 
If we imbed the f.-cube If in ]R.l by the rule 

f 

l' = {2:CiEi 1-1 ::; Ci ::; +1}, 
i=1 

then the symmetries of If form the group (1/21)f Xl :Ee, where :Ef permutes 
{El' E2, ... ,Ell. while (1/21)f acts as sign changes on {El, E2, ... ,Ef}. If we con­
sider (1/21)f Xl :Ef as acting on all oflll{f (not just on If C ]R.l) by the same recipe, 
then we have the reflection group (1/21l Xl :Ee described in §1-3. 

(b) Symmetry Group of the f.-Simplex 
We can imbed the f.-simplex ~f in ]R.C+ 1 by the rule 

£+1 £+1 

~£ = {:~=CiEi I Ci ~ 0 and LCi = I}. 
i=1 i=1 

The symmetry group of this f.-simplex is :Ef+l; for the vertices of ~e are the points 
{El' E2, ... ,Ef+l}, and the symmetries of D..e are obtained by permuting these ver­
tices. 

We observed in §1-2 that the permutation action Of:Ef+l on the factors of]R.f+l 
gives a reflection group structure. This reflection group action permutes the ele­
ments {El, E2, ... , Ef+l}, and is clearly an extension of the action of :EC+l on ~f. 
Thus the symmetries of the f.-simplex can naturally be identified as a reflection 
group. 

1-6 Weyl chambers 

We have finished discussing reflection groups in the plane and in 3-space. We now 
turn to the question of analyzing reflection groups in Euclidean space of arbitrary 
dimension. In this section we indicate how to study such groups by their asso­
ciated geometry. We shall give a preliminary indication of how the algebra and 
geometry of a finite Euclidean reflection group are related, and how to use this 
relation to analyze the group. 



1. Euclidean reflection groups 19 

By geometry we mean the configuration formed by the reflection hyperplanes 
of the group. We want to understand how the hyperplanes relate to each other, 
i.e., we want to determine the geometrical figures formed by the intersecting hy­
perplanes. 

The most important (and therefore useful) figure we can form from the hy­
perplanes is that of a chamber. As in §1-1, for any 0: E IE = Ri , Ha denotes 
the hyperplane Ha = {t I (t,o:) = O}. Each Ha partitions lE, namely IE - Ha 
decomposes into two disjoint connected components 

IE~ = {t I (0:, t) > O} 

lE~ = {t I (0:, t) < O}. 

Let {Ha} be the reflecting hyperplanes of a finite Euclidean reflection group W C 

OOE). A (Weyl) chamber ofW is a connected component of IE - (Ua Ha). Given 
t and t' in IE - (Ua Ha ), then t and t' are in the same chamber if and only if they 
are on "the same side" of each hyperplane Ha. In other words, (t, 0:) and (t', 0:) 
must have the same sign for each 0:. A chamber of lE is not a subspace, but it is 
closed under addition and scalar multiplication by positive scalars. We note that 
chambers always exist, i.e., lE t= Ua Ha and, so, lE - (Ua Ha) has, at least, one 
nontrivial component. We defer the proof of this until §3-3. 

The following picture illustrates two dimensional chambers. 

Here we are dealing with the dihedral group D4 = the automorphism group of 
the square (see the dashed lines). The solid lines are the axes of reflection for the 
various reflections of D4 • The eight pie-shaped regions between the solid lines are 
the chambers. 

As we shall discover in the next few chapters, the hyperplanes and their associ­
ated Weyl chambers can give an enormous amount of information about the alge­
braic structure of a reflection group. A reflection group W permutes its reflecting 
hyperplanes (see property (A-4) of§1-l). This permutation action induces an ac­
tion of W on its chambers. The action of W on its hyperplanes and chambers 
is closely related to the algebraic structure of Wand is very useful for analyzing 
it. We close this section by using reflection groups in the plane and 3-space to 
provide two indications of this fact. 

Example 1: As the first illustration of the relation between a reflection group and 
its chambers, let us consider (again) the Weyl chambers of the dihedral group D4 • 
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We know that 
D4 = (5J, 52 I (51)2 = (52)2 = (5152)4 = 1). 

This presentation can be read from the chamber diagram of D4 • How do we find 
generators of D4? We choose any chamber and take the reflections in the two 
hyperplanes bounding the chamber (see §1-2). How do we find the relations be­
tween the generators? The relations (51)2 = (52)2 = 1 follow from the fact that 
we have chosen reflections. The relation (5152)4 = 1 follows from the fact that the 
angle between the lines forming the chamber (which are also the reflecting lines 
associated to the reflections 51 and 52) is 7r / 4 (see Lemma D of § 1-4). 

So the basic algebraic structure of D4 is related to the geometry of its Weyl 
chambers. But there are even more sophisticated relations between D4 and the 
chambers. These relations are obtained by considering the action of D4 on its 
chambers. Consider the following embellishment of the Weyl chamber diagram 
ofD4• 

Here 1 denotes the designated chamber chosen above, whereas 51 and 52 again de­
note the reflections in the lines bounding that chamber. Then D4 acts transitively 
on the chambers. We have labelled each chamber by the element of D4 , which 
sends the canonical chamber to it. The above labelling is related to the structure 
of D4 • First of all, there is a one-to-one correspondence between the elements of 
D4 and the chambers; for it is easy to see that the elements of D4 appearing in the 
picture are all the elements of D4 • Secondly, if we take any element of D4 , then 
the number of hyperplanes separating its chamber from the canonical chamber is 
equal to the minimal number of copies of 51 and 52 required to form the element. 

Example 2: The transformation groups of the tetrahedron, cube (or octahe­
dron), and dodecahedron (or icosahedron) possess presentations analogous to 
that obtained in Proposition 1-3 for the dihedral group. This is much harder 
to see than in our two-dimensional example. However, the general principle of 
analyzing these three-dimensional groups is still similar to that used for the two­
dimensional groups. We take all the reflections in the group and use their associ­
ated reflecting planes to divide R3 into chambers. Each chamber has three walls. 
Choose any chamber and the three reflections associated with its walls. These gen­
erate the group. If we work out the relations between these generators, then we 
can obtain the following presentations of the three automorphism groups. 

(a) Tetrahedron 
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(b) Cube 

(c) Dodecahedron 

Thus the three groups are distinguished by the single relation (S2S3)m = 1. 
As we study Euclidean reflection groups, we shall see that both of the above 

examples are part of general patterns. Moreover, understanding these patterns 
for arbitrary reflection groups is the key to understanding the reflection groups 
themselves. The general structure theorems will be provided in Chapters 4 and 6. 

1-7 Invariant theory 

The material in this concluding section is meant to provide another perspective 
on the appeal and importance of reflection groups. It briefly introduces invariant 
theory, and suggests the special role that reflection groups play in that theory. This 
section is only a preliminary treatment of this fascinating subject. Invariant theory 
is treated in much more detail later in the book. In particular, the type of relations 
suggested here will be fully analyzed and justified in Chapters 16 through 18. Let 
p denote the ring of polynomial functions on lE = HC = {(Xl,'" ,Xc)}. We can 
write 

P = H[tl"'" tcl, 

where ti: lRc --t H denotes the linear functional ti(X], ... , Xi) = Xi. Given a 
subgroup G C OOE), then the action of G on lE induces an action on P by the 
rule 

cp. [Cx) = [Ccp-] . x). 

We can then consider the subring pG C P of invariant polynomials, i.e., 

pG = {f E P I cp . [ = [ for all cp E G}. 

The outstanding problem of invariant theory is to understand the ring structure of 
pG for various G and, more comprehensively, to understand the relation between 
that structure and the group structure of G. In the case of finite reflection groups, 
the answers turn out to be very elegant and informative. The second part of this 
book will be devoted to exploring the beautiful relations between (pseudo) reflec­
tion groups and their invariant theory. In this current section, we limit ourselves 
to providing some concrete examples of rings of invariant polynomials. 

All' our examples are connected with the symmetric group L:£> but the ex­
amples will be indicative of the general situation. In what follows, we shall al­
ways write HC = {(x], ... , xc)}, and let {t], ... , tc} be the projections defined 
above. Given a reflection group W C OOE), then its ring of invariant polynomi­
als H[t], ... , tc lW always forms a polynomial algebra, i.e., there exist W invariant 
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homogeneous polynomials {ji, ... , it} such that every W invariant polynomial 
can be written uniquely as an algebraic expression in {ji, ... , it}. In other words, 
every invariant polynomial is a unique polynomial in {ji, ... , it}. We shall adopt 
the following polynomial algebra notation to describe this situation. 

R[t!, ... , td W = R[ji, ... , itl. 

Example 1: G = E3• 

Before dealing with the general symmetric group, we first consider a particu­
lar case. The symmetric group E3 is a reflection group when it acts on 3-space 
IE = R3 = {(XI, X2, X3)} by permuting coordinates. Moreover, the invariant poly­
nomials of E3 C O(IE) have a ~very simple pattern. First of all, Ee acts on the 
polynomial ring P = R[tl, t2, t3l by permuting the terms {tl, t2, t3}. The polyno­
mials 

are fixed under this action. And every polynomial that is invariant under permuta­
tions of {t!, t2, t3} can be written uniquely as a polynomial in {51, 52, 53} (see Lang 
[1]). For example, the invariant polynomials f = tr + t~ + t~ andg = ti + t~ + tj 
can be written 

f = sf - 252 

g = si - 35152 - 353. 

We describe the algebraic structure of pE3 as a polynomial algebra in {s!, 52, 53}: 

pE3 = R[t!,t2,t3jE3 = R[S!,S2,S3j. 

Example 2: The Symmetric Group Ee The symmetric group Ee is a reflection 
group when it acts on IE = Re = {(XI, ... , xe)} by permuting coordinates. This 
permutation action induces an action on the polynomial ring P = R[tl, ... , tel, 
where Ee permutes {tl, ... , tel in the canonical fashion. There are some standard 
polynomials that are fixed by this action, namely the k-th elementary symmetric 
polynomial 

k 

Sk = L til··· tik = the coefficient ofyi-k in II (T + t;). 
I~il <···<ik~e i=1 

Every polynomial fixed by Ee can be constructed from {51, ... , se}. More exactly, 
and analogously to Example I, every polynomial invariant under permutations of 
{tl, ... , tel can be written uniquely as a polynomialin {s!, ... , se}, i.e., 
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(see Lang [1]). 

Example 3: The Reflection Group (l/21..)e XI Ee As observed in § 1-3, (l/2l/ XI Ee 
is a reflection group when it acts on lE = R' = {(XI,"" xe)} by permuting co­
ordinates (via Ee) and changing their signs (via (l/2l)'). The induced action of 
(l/2l)' XI E, on P = R[th ... , te 1 is of the same type: the terms {tl' ... , ttl are 
permuted and sign changes are induced. This action extends the one in Exam­
ple 2 for Ee, and the invariant polynomials of (l/21..)e XI Ee also turn out to be a 
variation of those for Ee. Namely, 

P(lI2l)/)4 E/ = R[t t 1 (lI2l)/)4 E/ - ][])[s- 5- 1 I,···,e -~ h""" 

where Sk is obtained from Sk by replacing each tj by tf, i.e., 

Degrees When writing R[tl,"" tel W = R[fi, ... , Iel the choice of the homo­
geneous polynomials {fi, ... , Ie} is far from unique. Notably, we can always alter 
a given choice by decomposable elements. However, their degrees {dh ... ,d,} 
are independent of any such choices. The degrees only depend on the reflection 
group in question, and are called the degrees of the reflection group. These inte­
gers have already been introduced. They are the integers referred to during the 
discussion of the automorphism groups of the Platonic solids in § 1-5. They have 
the property that IWI = dl ... df, while (d l - 1) + ... + (d, - 1) = the number 
of reflections in W. The degrees of the symmetric group E, c O(lR'), and of the 
cubical group (l/21-)f XI Ee C O(Rf), were determined above. They provide more 
fully realized examples of this property. The polynomials {51, ... , se} have degrees 
{1,2, ... ,£}, while the polynomials {Sh'" ,Sf} have degrees {2,4, ... ,2£}. We 
have the identities 

IEel = £! 

lEe XI (1-/21-)el = i(£!), 

which are examples of the property IWI = dl ... dR. And we have the identities 

f fl . . E £(£ - 1) 
# 0 re ectlOns In e = 2 

# of reflections in (1-/2l)e XI Ee = £2, 

which agrees with the rule that the number of reflections in W should be 
(d l - 1) + ... + (df - 1). Regarding these last identities, observe that the re­
flections of E, consist of the involutions {( i, j) I 1 :s:; i < j :s:; £} and, so, there 
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are l(l;-1) of them. The involution (i, j) exchanges the coordinates Xi and Xj. In 

the case of (l/2Zl- ~ Ee. besides the reflections above, we can also obtain £(£;-1) 

reflections by combining each involution (i, j) with sign changes on the coordi­
nates Xi and Xj. As well, there are f reflections coming from the sign changes on a 
single coordinate. So there are l(l;-1) + £(£;-1) + f = f2 reflections in (l/2l)£ ~ E£. 
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2 Root systems 
A root system is a reformulation, in terms of linear algebra, of the concept of a fi­
nite Euclidean reflection group. More exactly, it is a translation into linear algebra 
of the geometric configuration formed by the reflecting hyperplanes associated 
with a reflection group. This reformulation is extremely important. The use of 
linear algebra enables us to analyze finite reflection groups with great efficiency. 
All of Chapters 2, 3, 4 and 6 will be devoted to the justification of this remark. 

2-1 Root systems 

A root system is a set of vectors satisfying certain axioms. To motivate these ax­
ioms, we begin by considering the reflecting hyperplanes of a finite Euclidean re­
flection group. As already suggested in § 1-6, the geometric configuration formed 
by these hyperplanes and, in particular, by the system of associated Weyl cham­
bers, gives a significant amount of information about the structure of the reflec­
tion group. The reflection group permutes these hyperplanes, and it is this action 
that shapes the configuration of the hyperplanes and also provides the link be­
tween the resulting geometric pattern and the structure of the reflection group. 

We want to understand the symmetrical, and highly restricted, patterns formed 
by the hyperplanes (and how these patterns are related to the structure of the 
reflection group). In dimension two, as was illustrated in §1-6, the geometric 
patterns are easy to analyze: we can simply draw a picture. In higher dimensions, 
the procedure is not so simple: we cannot analyze the pattern by pictures. The 
solution is to turn to linear algebra. We replace the reflecting hyperplanes by an 
equivalent set of vectors, and understand the geometric pattern of the hyperplanes 
through the linear algebra of the vectors. The other important feature we are 
concerned about, the action of the reflection group on the geometry, will also 
turn out to be captured by using linear algebra. 

Let W C O(lE) be a finite reflection group in Euclidean space lEo Replace each 
reflecting hyperplane ofW by its two orthogonal vectors of unit length. Let 6. C lE 
be the resulting set of vectors. Letting Sa be the reflection associated to 0: as in § 1-1, 
6. can be described as 

6. = {o: I Sa is a reflection in Wand 110: II = I}. 

We have obtained a set that determines Wand its reflecting hyperplanes. For W 
can be described as the group generated by {sa I 0: E ~}, while the reflecting 
hyperplanes ofW consist of {Ra 10: E ~}, where 

Ra = {x E lE I (x,o:) = o}. 

The vectors of 6. satisfy certain properties, firstly: 

(B-l) If 0: E 6., then ).0: E 6. if and only if>. = ± l. 

Secondly, the set 6. is permuted under the action ofW. This permutation property 
can be expressed by: 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001
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(B-2) If a, 13 E ~, then Sa· 13 E ~. 

We have already observed, in § 1-6, that the reflecting hyperplanes are permuted by 
the action ofW. Property (B-2) is a reformulation of this property in terms of the 
orthogonal unit vectors. To give a direct proof, we know that sas(3sa E W. And by 
property (A-4) of§I-I, sas(3sa = sSQ.(3. Since Sa is an orthogonal transformation 
and 111311 = 1, we must therefore have lisa· 1311 = 1. So Sa ·13 E ~. 

Definition: A root system is a finite set of nonzero vectors ~ C lE satisfying (B-1) 
and (B-2). Each element of ~ is called a root. 

Observe that, despite the above example, this definition does not require the 
vectors to be of unit length. If this extra property is also satisfied, then we shall 
speak of the root system as being unitary. The above discussion demonstrates that 
every Euclidean reflection group possesses an unitary root system. 

Remark 1: The traditional definition of a root system (arising out ofLie theory) 
incorporates additional properties as well, which are called crystallographic and 
essential, and will be treated in §2-3 and in §2-4. Root systems with these extra 
properties arise in a number of contexts, notably in the study of Lie algebras and 
algebraic groups. In particular, there is a standard one-to-one correspondence 
between essential crystallographic root systems and finite dimensional semisimple 
Lie algebras over ((, described in Appendix D. Such root systems will be discussed 
and studied in Chapters 9-13. It should be noted that, in the literature dealing 
with Lie algebras, Lie groups and algebraic groups, "root system" typically refers 
to what we shall call an essential crystallographic root system. In other words, 
the crystallographic and essential conditions are simply regarded as part of the 
definition of a root system. 

A root system, as defined using properties (B-l) and (B-2), is a linear algebra 
version of a finite Euclidean reflection group. Given a root system ~ C IE, we can 
convert it into a finite Euclidean reflection group. Namely, let 

W(~) = the reflection group generated by {sa I a E ~}. 

The finiteness ofW(~) follows from the fact that we have an inclusion 

W(~) C Perm(~), 

where Perm(~) is the (finite!) permutation group of the set~. Property (B-2) 
gives the map from W(~) to Perm(~). Injectivity of this map follows from the 
fact that 

lE = lEA EI7 lEA, 

where lEA is the subspace spanned by ~, while lEA = n Ha is the subspace on 
aEA 

which W(~) acts trivially. So if r.p fixes~, then r.p = 1. 
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We now have a map 

{ root systems} --+ {finite Euclidean reflection groups} 

A --+ W(A). 

27 

This map is many to one. As the subsequent discussion will demonstrate, each 
Euclidean reflection group arises from many different root systems. The proce­
dure of constructing a root system by choosing the orthogonal unit vectors of the 
reflecting planes shows that the map is surjective. 

Length and Root Systems Given a root system A, we can vary the lengths of 
vectors in A without affecting W(A). This is based on the observation from §l-l 
that So = Sko for any 0 =I- k E JR. It should be noted, however, that the lengths 
of root vectors cannot be altered arbitrarily to obtain another root system. The 
ability to alter root lengths is limited by the action of the associated reflection 
group. A root system A is invariant under the action ofW = W(A) and, if two 
elements of A lie in the same W orbit, then they must have the same length; for 
the elements of Ware orthogonal transformations and, hence, preserve length. 
But, provided we respect the orbit structure of A, we can choose the lengths of 
vectors at will and obtain other root systems with the same reflection group. 

Angles and Root Systems As we proceed, it will become clearer that it is the angles 
between the vectors, and not their length, that contain the essential information 
about the reflection group. Unlike length, altering the direction of root vectors 
does change the associated reflection group. This fact will be formalized in Chap­
ter 6, when we deal with Coxeter groups and Coxeter systems. 

Remark 2: The above discussion suggests that it would be useful to introduce 
an appropriate version of "isomorphism" for root systems so that the many dif­
ferent choices of root systems for a given reflection group would be isomorphic. 
However, an appropriate version (at least if it is to involve a linear isomorphism of 
the ambient spaces) does not exist at this level. We shall defer discussing isomor­
phisms of root systems until Chapter 10 when we do so for the particular case of 
crystallographic root systems. In that case, an effective and useful version can be 
defined. 

The rank of a root system A C [is the dimension of the subspace lE~ C [ 

spanned by the root vectors. In view of the above discussion, we can also talk 
about the rank of a reflection group; for ifW(A) = W(A'), then A and A' span 
the same subspace of lE (roots from one of the root systems are multiples of roots 
in the other), and hence have the same rank. It therefore makes sense to define the 
rank of a reflection group as the rank of any associated root system. 

A root system A C lE will be said to be reducible if there is an orthogonal 
decomposition A = Al U A2 of A, where Al =I- 0 and A2 =I- 0 are root sys­
tems. (Actually, the property that Al and A2 are root systems is redundant, Le., 
it is forced by the other properties.) Otherwise, a root system will be said to be 
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irreducible. Reducibility for a root system ~ corresponds to reducibility for its 
associated reflection group W(~), namely: 

Lemma A root system ~ is reducible if and only if its associated reflection group 
W(~) is reducible. 

Proof It is clear that the decomposition ~ 
group decomposition 

~111 ~2 induces a reflection 

Conversely, assume that we have a reflection group decomposition W(~) = WI X 

W 2• We can choose disjoint root systems ~I C ~ and ~2 C ~, where WI = 

W(~I) and W 2 = W(~2)' To do this, we let 

~I = {a E ~ I St:; E WI} 

~2 = {a E ~ 1st:; E W2 }. 

Regarding the properties of root systems, property (B-1) is obvious. To verify 
property (B-2), use property (A-4) from §1-1. For example, by that property, 
St:;, s{3 E WI implies sSa·{3 = st:;s{3st:; E WI, Hence, a, (3 E ~I implies St:; • (3 E ~I' 

We can finish the proof of the lemma by showing that ~I and ~2 give an or­
thogonal decomposition ~ = ~111 ~2' 

(i) ~I and ~2 are orthogonal. 
This follows from the fact that elements of WI commute with elements of W 2; 

for given a E ~I and (3 E ~2' then St:;5{35t:; = s{3 forces St:; . (3 = =f(3 (see prop­
erty (A-4) of § 1-1). Now, a and (3 are not multiples of each other, so (a, (3) #- 0 
forces 

2(a, (3) 
St:; . (3 = (3 - -( -) a #- =f(3. 

a,a 

We conclude that (a, (3) = o. 
We are left with showing that 
(ii) the inclusion ~I 11 ~2 C ~ is an equality. 
Given a E ~, we want to show either a E ~I or a E ~2' Equivalently, 

we want to show that St:; E WI or St:; E W 2, i.e., when we write St:; = (SI, 52) in 
WI x W 2 we must have either SI = 1 or S2 = 1. As already observed, we have 
inclusions WI C Perm(~I) and W 2 C Perm(~2); so it suffices to show that St:; 

fixes either ~I or ~2' But let Ht:; be the reflection hyperplane of St:;. Since ~I and 
~2 span orthogonal subspaces, and since Ht:; is a hyperplane, we must have either 
~I C He> or ~2 C He>. • 

In Chapters 4, 6 and 7 we shall study finite reflection groups through the linear 
algebra of their associated root systems. From now on, we shall use the notation 
W(~) to denote a finite reflection group with the understanding that ~ is an 
associated root system. In all that follows, it will make little difference which asso­
ciated root system of a reflection group we choose. However, unitary root systems, 
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as constructed above, provide canonical choices of a root system associated with 
each reflection group. By and large, it is unitary root systems that we shall use in 
our study of finite reflection groups. 

2-2 Examples of root systems 

We now give some examples of root systems. We shall be indexing root systems by 
their rank. 

(a) Examples in!ll2 
We have already seen that the dihedral groups are the only reflection groups in 

the plane. So any root system ~ in the plane must have some Dn as its associated 
Weyl group W(~). Below are three examples. In the last example we have chosen 
the root vectors so as to have two different lengths. As we mentioned in §2-1, our 
ability to choose the length of the root vectors is only limited by the action of the 
associated reflection group W = W(~). If two elements of ~ lie in the same W 
orbit, then they must have the same length. In the last example, the root vectors 
fall into two distinct orbits: one orbit consists of the slanted vectors, the other 
orbit consists of the horizontal and vertical vectors. So the lengths of these two 
sets of vectors are independent of each other. On the other hand, in the second 
example, all six vectors lie in one orbit and must, therefore, have the same length. 

n/2 
+-------I,......--~ W(~) = l/2l x l/2l 
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(b) Root System At 
Let {Eil E2,' .. , Et+tl be an orthonormal basis oflE = Hf+l. Choose ~ c lE by 

letting 

Then ~ is a root system. The fact that, given a E ~, Aa E ~ if and only if A = ± 1 
follows from inspection. Regarding the fact that So • f3 E ~ for all a, f3 E ~, we 
need only observe that 

Sf;-fj = the permutation of {Eil E2,' .. ,Ef+tl which interchanges Ei and Ej. 

To verify this, check the effect of Sf;-fj • X = X - (Ei - Ej, X)(Ei - Ej) on the basis 
elements {Eil E2, ... , Ef+l}' We now have 

W(~) = Ef+l' 

The fact that W(~) C Ef+l follows from the description of Sf;-fj as the permuta­
tion (i, j). The factthat W (~) = El+! follows from the factthatthe permutations 
{(i, j)} generate Ef+l' 

Moreover, W (~) = El+ 1 permutes the basis {E 1, E2, ... , El+ I}' SO the action 
ofW(~) = Et+1 is that of permuting the coordinates of Rl+l , and the reflection 
group structure on El+ 1 is that introduced in § 1-1. 

We note that this root system is labelled At rather than At+ 1, even though it is 
given as a subset of subspace Hi+!. This notation follows from the fact that the 
root system actually lies in a subspace ofJRt+1 of dimension f, and hence has rank 
C. This fact will be further discussed in §2-4. 

(c) RootSystemBt 
Let { E I, E2, ... , Et} be an orthonormal basis of Ht and choose ~ C He where 

The reflections corresponding to elements of ~ can be described by their effect on 
{EI,E2, ... ,Et}. We have 

Sf;-fj = the permutation interchanging Ei and Ej 

Sf; = sign change on Ei 

Sf;+€j = permutation which interchanges Eiand E j and changes their sign. 

We can deduce from the above descriptions that W(~) = (l/2l)f )<l Ee where 

Et = the permutation group on {E 1, .•• , Et} 

(l/2l)e = sign changes on {EI,'" ,Et}. 
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So W(D.) is the reflection group introduced in §1-3 and identified in §1-5 with the 
symmetry group of the €-cube. In particular, the action of Ee on (lj2Zi giving 
the semidirect product structure for W(D.) is that of permuting factors. 

(d) Root System Cf 
The root system Ce is a minor variant of the Be root system. Let {EI' E2, ... , Ee} 

be an orthonormal basis of lI~f and choose D. c Re where 

From the viewpoint of reflection groups, this root system does not give anything 
new. The reflection group produced by it is clearly the same as that associated with 
Be. The reason for interest in this root system will only become apparent when 
crystallographic root systems are discussed and classified in Chapters 9 and 10. 
Both Be and C e are part of the classification result obtained there. 

(e) Root System De 
We can locate within the root system Bf a smaller root system. Let { E I, ... , Ef} 

be a orthonormal basis ofRf, and let 

This is a root system, and 

where 

~f = the permutation group on { E I, ... , Ef} 

(lj2l/- 1 = sign changes on an even number of {E" ... ,Ef}. 

A more complete list of root systems is given in §8-6. 

2-3 Crystallographic root systems 

Although we shall be primarily be using unitary root systems in the next few chap­
ters, it is worthwhile remarking that some of the nonunitary root systems are ex­
tremely important. Noteworthy among such root systems are those that possess 
the special property of being crystallographic. This means that, besides properties 
(B-l) and (B-2), the root system D. also satisfies 

2(a, (3) 
(B-3) -(--) E l for any a,,8 E D.. 

a,a 

As already mentioned in §2-1, crystallographic root systems are important in a 
variety of mathematical contexts. A fact not unrelated to this one is that, when we 
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start looking for examples of root systems, it is crystallographic root systems that 
occur most naturally. Ifwe consider the examples of root systems in §2-2, most of 
them are crystallographic. It is crystallographic root systems that predominate in 
the concrete occurrences of Euclidean reflection groups. On the other hand, we 
have need of more than just crystallographic root systems. For example, none of 
the associated root systems of the automorphism group of the dodecahedron (see 
§1-S) is crystallographic. Again, the associated root system of a dihedral group Dn 
(see §1-3 and §1-4) can be chosen to be crystallographic only when n = 2,3,4,6. 

In terms of the associated reflection group, we might mention that the signifi­
cance of the crystallographic condition is to give W(~) as a subgroup of GLeCl), 
not just as a subgroup of GLe(lR). (Recall the formula Sa • X = X - 2((a,(3)) a from 

a,a 
§ 1-1.) The reflection groups having a crystallographic root system are called Weyl 
groups. Weyl groups and crystallographic root systems will be studied in Chap­
ters 9-13. 

2-4 Essential root systems and stable isomorphisms 

There is another property of root systems ~ C lE that is also part of the traditional 
definition of a root system. This is the property 

(B-4) ~ spans lE. 

Root systems satisfying (B-4) will be called essential, and the associated reflection 
group will also be called essential. This property will playa significant role in 
future discussions. 

Examples: Except for Ae, the examples of root systems from §2-2 are essential. 
Consider the reflection group W(Ae) = Ee+l. As discussed in §2-2, it is a reflec­
tion group when acting on He+1 by permuting factors. However, the root system 
~ = Ae = {ti - t j Ii¥- j} for this reflection group actually lies in, and spans, 
the subspace lE C He+1 given by 

e+l e+l 

lE = {I>it I Ci E H, I>i = o}. 
i=1 i=1 

Ee+l is an essential reflection group when acting on lE = He, but not when acting 
on the larger space He+ 1• 

This example illustrates how we can always arrange the property of ~ being 
essential. If ~ does not span lE, then replace lE by the subspace 

lE6 C lE, 

which is spanned by ~, and consider the induced action of W (~) on lE6 • Since 
W(~) permutes the elements of ~, the subspace lE6 C lE is stable under the 
action of W (~) on lE. Moreover, no significant information is lost in restricting 
to lE6 C lEo For the orthogonal complement to lE6 is naE6 Ha and W(~) acts 
trivially on naE6 Ha· 
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The observation that we can restrict attention to lE~ C JE can be more formally 
stated by the concept of stable isomorphism. As already observed, given a reflection 
group W C OOE), then the subspace JE~ C lE is the same for every root system 
~ C JE of W. (Roots from one of the root systems are multiples of roots in the 
other.) So we can talk about the subspace 

JEw C JE 

of a reflection group W C O(JE). By the remarks in the previous paragraph, there 
is an orthogonal decomposition 

JE = JEw EEl lEw, 

where 
JEW = {a E lE I i.p • a = a for all i.p E W} 

consists of the fixed points of W. Furthermore, the reflection group W C O(lE) 
actually lies in o (JEw ), i.e., we have inclusions 

W C o (JEw ) c O(JE). 

The next definition generalizes the definition of isomorphic reflection groups 
given in §1-1. 

Definition: Two reflection groups W C O(JE) and W' C O(JE') will be said to 
be stably isomorphic if there exists a linear isomorphism f: JEw -+ JEw I preserving 
inner products and conjugating W to W'. In other words, 

(i(a),J(f3)) = (a,;3) foralla,j3 E JEw 

fWrI=W'. 

Every stable isomorphism class is represented uniquely by an essential reflec­
tion group. As we have already indicated, essential reflection groups will play an 
important role in Chapters 6 and 7. There we shall be studying the correlation 
between the geometry of reflection groups and the algebraic data given by the 
"Coxeter presentation" of such groups. If we deal with stable isomorphism classes 
of reflection groups, then this correlation is exact, i.e., the Coxeter presentation 
gives complete information about the reflection group up to stable isomorphism. 

The discussion of the reflection group W(Ac) = LC+l provides an example 
of a stable isomorphism. The two different descriptions given there of L£+ I as a 
reflection group (for lRi and lRC+l, respectively) are stably isomorphic. 

Remark: In Appendix B, stable isomorphisms are further discussed in the con­
text of representation theory. The building blocks of representation theory are 
irreducible representations. Reflection groups W C OOE) are, of course, examples 
of representations. However, an irreducible reflection group (which was defined 
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in § 1-1) is not quite the same thing as an irreducible representation. The relation­
ship is examined in Appendix B. It is observed that when W C OOE) is regarded 
as a representation p: W ---+ OOE), then it can be decomposed into irreducible 
representations 

P = PI EEl ••• EEl Pb 

where each Pi is either a reflection representation or the trivial representation. It 
is easy to deduce from this fact that a reflection group is an irreducible represen­
tation if and only if it is both essential and irreducible as a reflection group. 

In all that follows (see, in particular, Chapters 6-8) we will be dealing with irre­
ducible reflection groups classified up to stable isomorphism. So this corresponds 
exactly to determining the finite Euclidean reflection groups that are irreducible 
representations. 
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3 Fundamental systems 
In this chapter we introduce fundamental systems for root systems. Just as a root 
system is a translation into linear algebra of the reflecting hyperplanes of a fi­
nite reflection group, so a fundamental system is a linear algebra version of a 
Weyl chamber of the group. The discussion of fundamental systems in this chap­
ter largely amounts to the construction of a one-to-one correspondence between 
chambers and fundamental systems. We shall also introduce, in the final section 
of this chapter, the important concept of height. 

Fundamental systems will play an important role in our analysis of finite Eu­
clidean reflection groups. As we shall see in Chapter 4 a fundamental system gives 
rise to an optimal set of generators for a reflection group. In particular, in Chap­
ter 6 we shall use such generators to obtain the "Coxeter presentation" of a reflec­
tion group. 

3-1 Fundamental systems 

In this chapter we shall demonstrate that every root system A C IE contains a 
very special type of generating set. In this section, we introduce the concept of a 
fundamental system, whereas in subsequent sections we address the questions of 
existence and uniqueness of such systems. 

Definition: Given a root system A C IE, then ~ C A is a fundamental system of 
A if 

(i) ~ is linearly independent 
(ii) every element of A is a linear combination of elements of~, where the coef­

ficients are all nonnegative or all nonpositive. 

The elements of ~ are called fundamental roots. Other terms commonly used 
for I; are base or simple system. In the latter case, the elements of I; are called 
simple roots. 

The elements of A that can be expanded in terms of I; with coefficients ~ 0 
will be called positive roots, while those that can be expanded in terms of I; with 
coefficients :::; 0 will be called negative roots. In particular, the elements of ~ are 
positive. We shall use the notation 

Q > 0 and Q < 0 

to indicate whether a given Q E A is positive or negative with respect to ~. If we 
let A + and A-denote the positive and negative roots, then we have the decom-
position 

There is a very close relation between a fundamental system ~ and this associated 
decomposition of A. Besides ~ determining A = ~ + U ~ - , the decomposition 
A = A + U A-also determines I;. This relation will be discussed in §3-4. 
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Observe that it is not clear from the definition whether fundamental systems 
actually exist for any given root system. In fact they do. But existence is a non­
trivial matter. We shall explain how to construct a fundamental system in §3-3. 
Fundamental systems are far from unique. Notably, the elements of W(~), as 
they permute the elements of ~, must send a fundamental system to another fun­
damental system. So any fundamental system gives rise to more of the same. The 
question of how many fundamental systems a root system can possess will be dis­
cussed in §3-5. By the end of that discussion, we shall have established a one-to­
one correspondence 

{ chambers} +----+ {fundamental systems}. 

The passage from fundamental systems to chambers is particularly easy to state. If 
L: = {all' .. , ae} is a fundamental system, then 

e = {t E lE I (t, ai) > 0 for i = 1, ... ,£} 

is the corresponding chamber (see §3-5). This will be called the fundamental 
chamber with respect to L:. 

3-2 Examples of fundamental systems 

We return to the root systems Ae, Be, Ce, De considered in §2-2, and demonstrate 
that these root systems possess fundamental systems. All of the notation from 
§2-2 will be assumed in the following discussion. 

(a) Root System Ae 
We have ~ = {Ei - E j I i =I- j}. The canonical choice of a fundamental system 

for ~ is 

Then 
~ + = {Ei - Ej I i < j} and ~ - = {Ei - Ej Ii> j}. 

For, given i < j, then 

Ei - Ej = (Ei - Ei+d + (Ei+1 - Ei+2) + ... + (Ej_1 - Ej) 

Ej - Ei = -(Ei - Ei+l) - (Ei+1 - Ei+2) - ... - (Ej_1 - Ej). 

There are many other possible choices of a fundamental system. We have already 
remarked in §3-1 that, if we apply any element ofW(~) = L:n+1 to the above, 
then we obtain another fundamental system. In other words, if we take any per­
mutation {iI, ... ,ic+I} of {I, ... ,£ + I}, then {Ei! - Eill Ei, - Ei3 , ••• ,EiR - EiR+!} 

is also a fundamental system for~. We shall show in §4-6 that these are all the 
possibilities for fundamental systems in the Ac case. 

(b) Root System Bc 
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This time Ll = {±Ej ± E j I i ~ j} IH ±Ej}, and the canonical choice of a 
fundamental system is 

For this choice, 

Ll + = {Ej - E j I i < j} II { Ej + E j I i ~ j} II { Ej} 

Ll- = {Ej - Ej Ii> j} II{-Ej - Ej I i ~ j} II{-Ej}. 

Ifwe apply elements ofW(Ll) = (l/2l)£ ~ Ei to the above system, then we obtain 
other fundamental systems. So we can permute { E 1, ••• , Ef} in any fashion, as well 
as change their signs. 

(c) RootSystemCe 
A fundamental system for Ll = {±Ej ± E j I i ~ j} 11 { ±2Ei} is given by 

It gives the following positive and negative roots: 

Ll + = {Ej - E j I i < j} II {Ej + E j I i ~ j} II { Ej} 

Ll- = {Ej - Ej Ii> j} II{-Ej - Ej I j ~ j} II{-Ej}. 

(d) Root System Di 
We have Ll = {±Ej ± Ej 11 ::; i, j ::; e, i ~ j}. This time we can choose 

as a fundamental system. And then 

Ll + = {Ej - E j I i < j} II {Ej + E j I i ~ j} 

Ll - = {Ej - Ej Ii> j} II {-Ej - Ej I i ~ j}. 

For other choices of fundamental systems, we are allowed to permute {I, ... , e}, 
as well as to change the signs on any even number of {E" ... ,Ee}. 

3-3 Existence of fundamental systems 

We now describe a method for extracting a fundamental system from any given 
root system Ll c lE. Weyl chambers were introduced in § 1-6. In this section, we 
shall show that any Weyl chamber gives rise to a fundamental system. In the next 
section, we shall show that the choice of the fundamental system (with respect to 
a given chamber) is unique. There are two steps in constructing the fundamental 
system. 
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(I) First, create a candidate for the positive and negative roots by partitioning ~ 
into two sets ~ = ~ + 11 ~ -. 

(II) Next, show that ~ + contains a set E which is a fundamental system having 
~ + and ~ - as its positive and negative roots. 

Step I 
This step is straightforward. Pick a chamber e and tEe. For such a choice 

to be possible, we need to know that [ ¥- UoEll Ho. This follows from the next 
lemma. 

Lemma A Let V be a vector space over an infinite field f. Then V is not the union 
of a finite number of proper subspaces. 

Proof We can assume that dim V 2: 2. We assume that V is the union of a finite 
number of proper subspaces, and show that this leads to a contradiction. We can 
reduce to the case where V is a union 

n 

of hyperplanes {Hi} and the union is minimal in the sense that, for each i, Vi ¥- V 
where 

Vi = HI U'" UHi_1 UHi+1 U··· UHn• 

For each i, one can choose f3i satisfying 

(3i E Hi and f3i tt Hj for j ¥- i 

(just pick f3i E Hi so that f3i tt Vi). Since IF is infinite, the set {f31 + Af32 I A E f} 
is also infinite. Hence, there exists 0 ¥- A, A' E IF such that f31 + Af32 and f31 + A' f32 
both belong to the same Hk. Thus 

as well. Since A - A' ¥- 0, it follows that (32 E Hk. So we must have k = 2. But 
then (31 + A(32 E H2 and (32 E H2 also forces (31 E H2, a contradiction. • 

Since t tt Ho for all a E ~, we have (t, a) ¥- 0 for all a E ~. Let 

~+={aE~I(t,a»O} 

~- = {a E ~ I (t,a) < O}. 

The partition ~ = ~ + 11 ~ - only depends on the choice of the chamber e. It is 
independent of the choice of any particular tEe. For, as discussed in § 1-6, given 

t and t' in I - (U~Ell Ho), then t and t' are in the same chamber if and only if 
they are on "the same side" of each hyperplane Hw i.e., (t, a) and (t', a) must 
have the same sign for each a E ~. 
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Step II 
The extraction of a fundamental system E from a + demands more work. The 

choice of the set E is easy to describe. Choose E c a +, where: 

(a) every element in a + is a linear combination of E with coefficients ~ 0 
(b) no subset ofE satisfies (a). 

Justifying that E is a fundamental system amounts to showing that E is linearly 
independent. First of all, as a preliminary, we have: 

Lemma B Given a, {3 E E where a =I- {3, then (a, (3) ~ o. 

Proof Suppose (a, (3) > o. We shall show that this is impossible. The reflection 
Sa satisfies Sa • {3 = {3 - Aa, where A = ~~~i > O. To see what is wrong with this, 
we must consider the two separate possibilities for Sa· {3. 

(i) Sa·{3Ea+. 

Then {3 - Aa = Sa • {3 = Li Aiai, where Ai ~ 0 and ai E E. So 

Now {3 = ai for some i. So we can speak of the coefficient of (3 in the RHS of (*). 
If the coefficient of {3 in the RHS < 1, then {3 is a positive linear combination of the 
remaining elements ofE. If the coefficient of (3 in the RHS ~ 1, then 0 is a positive 
linear combination of elements of E. In both cases, there is a contradiction. The 
first case contradicts property (b) of E. The second case contradicts the fact that 
any positive linear combination of elements of E is nonzero when evaluated on 
the chamber e. 
(ii) -sa·{3Ea+. 

This time we have -{3 + Aa = -Sa· (3 = Li Aiai, and so 

As with (*) this equation produces a contradiction. The two cases we consider are: 
the coefficient of a in the RHS of (**) < A and the coefficient of a in the RHS of 
(**) ~ A. • 

We can use Lemma B to prove: 

Lemma C E is linearly independent. 

Proof Any relation of linear dependence can be converted into an equation 

Laiai = Lb j {3j, 

i j 
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where ai ;::: 0, bj ;::: 0 and {ai} U {,Bj} are distinct elements of~. So it suffices to 
show that, for any such equation, ai = 0 = bj for all i, j. Let 

v = Laiai = L bj,Bj. 
i 

Then, by Lemma B, (v, v) = 2:i,j aib/ai, ,Bj) ~ O. Since (v, v) ;::: 0, we must 
have (v, v) = o. Thus v = o. The equations2:i aiai = 0 = 2: bj,Bj force ai = 
o = ,Bj. Otherwise, we could write 0 as a positive linear combination of elements 
of~. This contradicts the fact that any such linear combination is nonzero when 
evaluated on the chamber e. • 

3-4 Fundamental systems and positive roots 

In this section, we prove that two fundamental systems· giving rise to the same 
decomposition ~ = ~ + U ~ - must be the same. In particular, this guarantees 
that the choice of the fundamental system associated with a given chamber, as 
explained in §3-3, is unique. In other words, once we have used the chamber e to 
make the decomposition ~ = ~ + U ~ -, there is only one fundamental system 
that can give rise to this decomposition. So we have a well-defined map 

111: {chambers} ~ {fundamental systems}. 

This map will be studied further in §3-S. The rest of this section is devoted to the 
proof of: 

Proposition Let ~ be a root system. Let ~l and E2 be fundamental systems of ~ 
and let 

~ = ~t II ~l and ~ = ~r II ~2 
be the associated decompositions of ~ into positive and negative roots. Then ~l = E2 
ifandonlyif~t = ~!. 

Flst of all, it is trivial that El = ~2 forces ~t = ~!. So suppose ~t = ~!. 
We want ~l = ~2. Write 

Since ~t = ~r, we have 

ai = LXij,Bj wherexij;::: 0 
j 

,Bi = LYijaj whereYij;::: O. 
j 

Observe that the matrices [Xij lfxf and [Yij lfxf must be inverses of each other. The 
main step in the proof is to show: 

Lemma [xijlexf is a monomial matrix (i.e., each row and column has exactly one 
nonzero entry). 
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For, if the lemma holds, then, by reindexing {ai, •.• , af} and {,81, ... , ,8e}, we 
can assume [Xij lfxe is a diagonal matrix. But this forces [Xij lfxe to be the identity 
matrix. For, if ai = ai j,8i where Xi j > 0, then, by property (B-1) of a root system, 
we must have Xij = 1. So we are left with proving the lemma. 

Proof of Lemma The proof will be done in three steps. 

(i) If Xij 1:- 0, then Yjk = 0 when k 1:- i. 

For [Xij lexf and [Yij lfxf being inverse matrices forces Lm XimYmk = 0 for k 1:- i. 
Since all coefficients are nonnegative, and since Xij 1:- 0, we must have Yjk = o. 

(ii) If Yjk = 0 for k 1:- i, then Yji 1:- o. 

Otherwise, the matrix [YijlfXf would have a zero row. So it would not be invert­
ible. 

(iii) If Y ji 1:- 0, then Xik = 0 for k 1:- j. 

The argument for (iii) is a repetition of that used to prove (i). It follows from 
(i), (ii) and (iii) that each row of [Xij lfxf contains at most one nonzero entry. 
Since [Xij lexf is invertible, it follows that each row contains at least one nonzero 
entry. The invertibility of [Xij lexe also now forces each column to have exactly one 
nonzero entry. • 

3-5 Weyl chambers and fundamental systems 

The procedure described in §3-3 for constructing fundamental systems actually 
sets up a one-to-one correspondence between Weyl chambers and fundamental 
systems. As observed at the beginning of§3-4, it gives a well-defined map 

w: {chambers} --+ {fundamental systems}. 

The proof that w is bijective will be done in two steps. 

(i) The map W is injective. 

The construction in §3-3 has two parts: the choice of the positive roots A + C A 
and the choice of the fundamental system I: C A +. If two fundamental systems 
have different positive roots, then they are distinct. (This was the trivial part of 
Proposition 3-4.) So it suffices to show that different chambers give rise to differ­
ent partitions A = A + U A -. Given a chamber e, A + (respectively A -) is de­
fined to be the elements of A that are positive (respectively negative) on e. Given 
two distinct chambers, there exists a hyperplane Ho: (a E A) separating them. So 
a is positive for one chamber and negative for the other chamber. 

(ii) The map W is surjective. 
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Suppose we have a fundamental system E = {aI, ... , at} of .6. Let 

e = {t E I I (t, ai) > 0 for i = 1, ... ,f}. 

First of all, e i= 0. For, if {ai} is the dual set of {ai} (Le., (ai, aj) = 8ij), then 
al + ... + at E e. Secondly, e is a chamber. If we consider the positive and 
negative roots with respect to E then, given tEe, we must have 

(a,t) > 0 fora> 0 

(a,t) < 0 fora < o. 
Thus all the elements of e lie on the same side of each hyperplane Ha. By our 
previous discussion of chambers, this means that e is a chamber. Finally, by the 
definition ofw, we have w(e) = E. 

Thus we have set up a one-to-one correspondence between Weyl chambers and 
fundamental systems. As we stated in §3-1, the passage from fundamental systems 
to chambers is particularly easy to state. If E = {a 1, ... , at} is a fundamental 
system, then 

e = {t E I I (t, ai) > 0 i = 1, ... , f} 

is the corresponding chamber. It will be called the fundamental chamber with 
respect to E. 

The correspondence between chambers and fundamental systems can also be 
envisaged in a more geometric way. To explain this approach, we have to introduce 
the walls of a chamber. 

Walls of a Chamber 
Given a chamber e, let E = {al,"" at} be the corresponding fundamental 

system. The walls of e are the hyperplanes {Hal' Ha2 , ... , Hat}. The term wall 
arises from the fact that pieces of these hyperplanes form the boundary of e. If e 
is the closure of e, then e - e lies in Hal U ... U Hat; for we can define e and e in 
terms of {aJ, ... ,at} by 

e = {t E I I (t, ai) > 0 i = 1, ... , f} 

e = {t E I I (t, ai) ~ 0 i = 1, ... ,f}. 

The hyperplanes {Hal' ... , Hal} are distinguished among all the reflecting hyper­
planes ofW in that they have maximal contact with e. We can show that they are 
the only reflecting hyperplanes whose intersection with e is of dimension f - 1. 

We can also easily specify the fundamental system E = {aI, ... , at} associated 
with the chamber e. Namely, E consists of the roots orthogonal to the walls of 
e and pointing "into" e. We have already observed that {aJ, ... ,at} are root 
vectors orthogonal to the walls of e. The fact that they are the orthogonal root 
vectors pointing into e follows from the inequalities 

(ai, ai) > 0 

(ai, aj) < 0 for i i= j. 
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The above two paragraphs thus provide another way of relating chambers to fun­
damental systems. 

3-6 Height 

In this final section of Chapter 3, we introduce the concept of height and demon­
strate its usefulness in studying root systems. Let ~ be a root system with asso­
ciated reflection group W = W(~). Let L = {al,"" af} be a fundamental 
system of~. 

Definition: Given a E ~, write a = Ei Aiai. Then h(a) = Ei Ai is the height 
of a (with respectto L). 

Height gives us an organizational principle for making inductive arguments. 
We shall use it in this fashion to prove the next theorem. The concept of an orbit 
is discussed in Appendix B. 

Theorem ~ = W . L, i.e., every W orbit of ~ contains a fundamental root. 

Remark: In §4-6 we shall show that W acts transitively on {fundamental systems} 
= {chambers}. The above theorem when combined with this result shows that 
every root vector is part of some fundamental system, or, equivalently, that every 
hyperplane is the wall of some chamber. 

The rest of this section will be devoted to the proof of the theorem. If we 
consider the positive and negative roots determined by L, then 

h(a) > Oifa > 0 and h(a) < Oifa < O. 

The following fact enables us to use height in inductive arguments. 

Lemma Given a > 0 where a ~ L, then there exists ai E L such that: 

(iJ Sa;' a> 0 
(iiJ h(sa;' a) < h(a). 

Proof Since a E ~ + - L, it follows that, in the expansion a = Ei Aiai, we have 
Ai 2:: 0 and at least two Ai > O. We can choose ak E L so that 

Otherwise, it would be (a, a) = E >,;(a, ai) :S O. This in turn forces (a, a) = 0, 
and so a = O. We want to show that 

satisfies (i) and (ii) of the lemma. Property (ii) follows from (*). Regarding prop­
erty (i), observe that (**) implies that if we apply sal to a = E Aiai then the 
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only coefficient affected is that of ak. So at least one coefficient is positive when 
we expand SOk . a in terms of~. Since SOk . a E ~ = ~ + 11 ~ -, we must have 
SOk . a> O. • 

This lemma has some important consequences for the height of root vectors. 

Corollary Given a E ~ +, then h(a) ~ 1. Moreover, h(a) = 1 if and only if 
aE ~. 

Proof First of all, h(a) ~ 1. For h(a) < 1 means that a rJ. ~. So we can apply 
the lemma to obtain an element from ~ + of even smaller height. By repeating this 
argument, we would produce an infinite sequence of elements in ~ + . 

Secondly, if a E ~, then h(a) = 1. Thirdly, if h(a) = 1, then a E ~. For 
a rJ. ~ implies that we can apply the lemma to obtain Ci E ~ + of height < 1. • 

We now set about proving our theorem. We shall actually prove a stronger 
result than that stated by the theorem. This stronger version will be needed in 
§4-1. Choose a fundamental system ~ of ~. Let 

Wo = the subgroup ofW generated by {so I a E ~}. 

Proposition Given a E ~, then a = 'P . ak for some 'P E Wo and ak E ~. 

Proof We can reduce to a > O. For if a = 'P . ab then -a = 'P . (-ak) 
('PSOk) . ak. We proceed by induction on h(a). If h(a) = 1, then a E ~ and we 
can let 'P = 1. If h(a) > 1, then, by the preceding lemma, we can choose ai E ~ 
so that 

so; . a > 0 and h(so;' a) < h(a). 

By induction, so; . a = 'P . ak for some 'P E Wo and ak E ~. So a = (so;'P) . ak . 

• 
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4 Length 
This chapter is the first in which we begin to explore the relation between the 
algebraic structure of a reflection group and its underlying geometry. The main 
purpose of this chapter is to introduce the concept oflength in a reflection group 
and to explain how length is related to the action of the reflection group on its 
root system and on its Weyl chambers. The main application of length will come 
in Chapter 6, when we prove that a finite Euclidean reflection group is a Coxeter 
group. In particular, the relationship between the algebra and the geometry of 
Euclidean reflection groups will become more apparent in that chapter. 

4-1 Fundamental reflections 

In order to define the concept of length in a reflection group, we need a canonical 
set of generators for the group. Let W C O(lE) be a finite Euclidean reflection 
group and let ~ C lE be a root system of W. 

Definition: The reflections {sa I Q E E} corresponding to a fundamental system 
E of ~ are called a set of fundamental reflections for W. 

Proposition Given any fundamental system E of~, then W = W(~) is generated 
by the fundamental reflections {sa I Q E E}. 

Proof As in §3-6, let Wo = the subgroup ofW generated by {sa I Q E E}. To 
show Wo = W it suffices to show Sa E Wo for all Q E ~. Proposition 3-6 states 
that: 

given Q E ~, then Q = If' . Qk for some If' E Wo and Qk E E. 

By property (A-4) of §l-l, the identity Q = If' . Qk forces Sa = If'Saklf'-I. This 
identity, in turn, implies that Sa E WOo • 

Examples: We shall illustrate the above proposition for the Euclidean reflection 
groups associated with the root systems Ae and Bc. These root systems and their 
fundamental systems were discussed in §2-4 and §3-2. We refer to those sections 
for the notation used below. 

(a) Root System Ac 
We have ~ = {Ej - E j Iii- j} with 

as a fundamental system of ~. Also, 

W(~) = EC+1, thepermutationsof{El,E2, ... ,Ef+d, 

with the reflection Sfi -f I being the involution interchanging Ej and E j. If we re­
gard W(~) as the permutations of {I, ... , C + I}, then Sfi-fj is the transposition 
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(i, j) and so the fundamental reflections determined by E are the permutations 
{(1, 2), (2,3), (3,4), ... , (i, i + 1)}. It is well known thatthese permutations gen­
erate all the permutations in El+l' 

(b) Root System Bl 
This time ~ = {±Ej ± Ej Ii =f j} IJ{±Ej} with 

being a fundamental system. Also, 

where El consists of permutations on {E1, 102, ... , El} while (l/2l)l consists of 
the sign changes. In particular, the reflection Sfi-€j interchanges Ej and 10 j, while Sfi 

changes the sign on Ej. As in (a), the fundamental reflections {S€l-fl" •• , Sft_l-ft} 

generate El. When Sft (= the sign change on Ed is also included, we can obtain all 
sign changes and, hence, the whole group. 

Remark: Recall from §3-S that the reflecting hyperplanes {Hall"" Hat} of 
{Sexl , ... , Sexl} are the walls of a Weyl chamber. The above proposition can be 
reformulated to say that if we choose any Weyl chamber of ~ then W is generated 
by the reflections having the walls of the chamber as reflecting hyperplanes. 

The importance of fundamental reflections goes far beyond the fact that they 
generate their ambient reflection group. There are many sets of reflections that 
are not fundamental reflections, but that still generate the reflection group. For 
example, the permutations {(1, 2), (1, 3), (1,4), ... , (1, i)} generate El. Funda­
mental reflections have additional special properties not possessed by other sets of 
reflections. The study of length in this chapter, as well as the study of Coxeter sys­
tems in Chapter 6, provide extended justifications of this assertion. Almost every 
result in Chapter 6 depends on the fact that we are using fundamental reflections. 

4-2 Length 

We now introduce and study the concept of length in an Euclidean reflection 
group. It will be used in Chapter 6, as an organizing principle; for inductive argu­
ments proving that finite Euclidean reflection groups are Coxeter groups. Let ~ be 
a root system, and pick a fundamental system E of ~. By Proposition 4-1, W (~) 
is generated by the fundamental reflections S = {sex I a E E}. Given It? E W(~), 
the expression of It? in terms of elements from S is typically far from unique. For 
example, in the dihedral group 

(which is also the symmetric group E3 ) we have 
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This raises the question of a minimal expression of cp in terms of S and leads to 
the concept of the length of cp (with respect to S or, equivalently, with respect to 
E). Given cp E W(6.), an expression of cp as a product of n elements from S where 
n is as small as possible is called a reduced expression (or reduced decomposition) 
for cpo (Repetitions of elements from S are allowed and counted as many times 
as they occur.) It is possible for cp to have different reduced decompositions. For 
example, in D3, we have 

The number of terms in any reduced expression for cp is called the length of cp with 
respect to S. We shall use .e( cp) to denote length. More accurate notation would be 
.es(cp). However, we shall suppress the S and rely on the reader to remember that 
length is always with respect to a given S (or E). 

Length satisfies a number of basic properties. For the moment, we shall only 
emphasize one property. 

Lemma .e(cp-l) = .e(cp). 

The point is that cp = 5152 ... 5n is a reduced decomposition of cp if and only if 
cp-l = SnSn-l .. . 51 is a reduced decomposition of cp-1. 

4-3 Length and root systems 

Let W(6.) be a reflection group with root system 6.. Let E be a fundamental 
system of 6. and let S = {sa I a E E} be the set of fundamental reflections of 
W(6.) determined by E. By §4-1, W(6.) is generated by S. In all that follows, we 
are dealing with expansions of elements of W(6.) in terms of the elements of S. 
As in §4-2, we can define length with respect to S. Recall the diagram 

from § 1-6, which was meant to suggest that, in the case of the dihedral group D4 , 

there is a link between length in the group and the action of the group on the 
chambers and hyperplanes associated with that group. In the next three sections, 
we shall prove that such a relation actually exists for all reflection groups. The 
above diagram will be further discussed in §4-S. 

Given cp E W(6.), we want to explain how expressions of cp in terms of S are 
related to the action of cp on the root system 6. and on the Weyl chambers of 6.. 
In particular, we shall relate the length of cp to this action. The use of roots and 
of chambers represents alternative, but equivalent, approaches to length. In this 
section and in §4-4 we shall concentrate on the root system approach. In §4-S we 
shall discuss the Weyl chamber approach. 
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Now ~ gives rise to a partition ~ = ~ + il ~ - of ~ into positive and negative 
roots. Given cp E W(~), let 

Definition: ')'( cp) = the number of positive roots transformed by cp into negative 
roots. 

The main result of this section will be: 

TheoremA Givencp E W(~), then£(cp) = ')'(cp). 

The proof that £( cp) = ')'( cp) involves a detailed study of the action ofW(~) on 
~. We prove Theorem A by obtaining an explicit description of the positive roots 
which are transformed into negative ones by cp. Given cp E W(~), let 

Definition: ~(cp) = the positive roots transformed by cp into negative roots. 

So')'(cp) = 1~(cp)l. We shall prove 

Theorem B Given cp E W(~), if cp = Sal' .. Sak is a reduced expression for cp, then 

The rest of this section will be devoted to the proofs of Theorems A and B. 
Observe that these theorems are independent. Theorem A is not a corollary of 
Theorem B, because Theorem A involves the extra assertion that the elements of 
~ (cp), listed in Theorem B, are distinct. The proofs of the two theorems will be 
done simultaneously and will involve a detailed examination of .6.( rp). We proceed 
using a series oflemmas. Our first lemma is the initial case of Theorems A and B. 

LemmaA Given a E~, then ~(sa) = {a}. 

Proof We know that Sa . a = -a. So we want to show that Sa . (3 > 0 if (3 > 0 
and (3 -# a. Suppose ~ = {aj, ... , ac} and a = ai. Given (3 > 0, where (3 -# a, 
we know that, in the expansion (3 = E Ajaj, we must have 

Ak > 0 for some k -# i. 

The only other possibility is Ak = 0 for all k -# i. Then (3 is a multiple of a = ai 
and, hence, by property (B-1) of root systems, (3 = ai. 

It follows from the identity Sa . (3 = (3 - 2«/3,<:>;)) ai that the only coefficient 
, QI'U, 

of (3 affected by applying sa; is that of ai. In particular, it follows from (*) that 
the coefficient of ak is positive when we expand Sa; . (3 in terms of~. This forces 
sa; . (3 > O. • 

Lemma A can be rephrased as stating that, for each a E ~, Sa permutes ~ + -

{a}. It is easy to deduce from this fact that if cp = sal' •• sak then ')'( cp) :::; k. It 
follows that 

Corollary A ')'(cp):::; £(rp). 
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The next lemma is concerned with any expression cp = Setl ••• Setk for cp, reduced 
or not. Given any such expression, for each 1 :::; i :::; k, let 

It is possible that there is duplication among the set {,Bi}. The next lemma, how­
ever, shows that such duplication always leads to a canonical type of cancellation. 
This type of cancellation is called Matsumoto cancellation and will be further 
studied in §4-4. 

Lemma B If,Bi = ±,Bj for i 1= j, then cp = Setl ••• Set; ••• Setj ••• Setk (where" A " 

means "remove"). 

Proof Assume that i < j. If we take the identity 

and cancel, then we have 

In view of property (A-4) in §1-1, plus the fact that Set = La> we have 

which can be rewritten as 

This equation enables us to transform the expression cp = Setl ••• Setk into cp = 
Setl ••• Set; ••• Setj ••• Setk' (Namely, take cp = Setl ••• Setk and replace Set;Set;+l ••• Setj_l 

by Set;+l ••• Setj') • 

In particular, it follows from Lemma B that, when cp = Setl ••• Setk is a reduced 
expression for cp, the elements {,Bl, ... ,,Bk} are all distinct. 

We now set about proving Theorems A and B by induction on f( cp). The initial 
case is Lemma A. Assume that cp = Setl ••• Setk is a reduced expression for cp E W. 
Write cp = ::PSetk' where ::P = Setl ••• Setk_l is a reduced expression for::p. Assume, 
by induction, that Theorems A and B hold for::p. Let,Bi be defined as above. 
Analogous with this notation, we also let 

for 1 :s i :s k - 1. So we have, for 1 :::; i :::; k - 1, the relations 
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Since <p = sal ... sak is a reduced expression, it follows from Lemma B that the set 
{,I11, ... , ,11k} consists of distinct elements. By induction, we have 

We know from (*) that {,81, ... , ,8k-l} c ~ +. We can actually prove a stronger 
result. 

Proof If,8i = D:b then, applying sak to both sides, we obtain,l1i = -D:k. In other 
words,l1i = -,11k where i < k. By Lemma B, we have <p = Sal··· Sa; ... Sak_Jak' 

which contradicts the fact that <p = sal· .. Sak is a reduced expression for <po • 

In turn, we can use Lemma C to prove: 

Proof We have to prove that,l1i > 0 and <p . ,I1i < o. 

(i) ,I1i > o. 

We know that 13k = ak > O. For i < k we have f3i = Sak . f3i > 0 because 

,8i E ~ + - {ak}, and Sak permutes ~ + - {ad· 

(ii) <p. f3i < o. 

We have <p • ,11k = cpsak . ak = -cP . ak < O. At the last stage, we are using the 

fact that, by Lemma C, D:k f/. ~(cp) = {,8J, ... , ,8k-l}. In other words, cp . ak > o. 
For i < k, we have 

• 
Since the set {,I11' ... , ,11k} consists of distinct elements, it clearly follows from 

Lemma D that: 

Corollary B k ~ "(( <p). 

We can now easily finish the proof of Theorems A and B. Corollaries A and B 
give the inequalities 

Thus "(( <p) = C( <p) = k. So Lemma D can be strengthened to assert that 
{,I1J,···,,I1d = ~(<p). 
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4-4 Matsumoto cancellation 

By extending the arguments from §4-3, we can prove another important prop­
erty of reflection groups. This property was already introduced in Lemma 4-3B. It 
states that a canonical process of cancellation can always be used to turn a nonre­
duced expression into a reduced one. This cancellation process will playa key role 
in the proof, to be given in Chapter 6, that finite reflection groups are Coxeter 
groups. 

Let W(L\) be a finite Euclidean reflection group with root system L\. Let E be 
a fundamental system of L\ and let S = {sa I a E E} be the set of fundamental 
reflections ofW(L\) determined by E. As in previous sections, we shall be dealing 
with expansions of elements ofW(L\) in terms of the elements of S. In particular, 
length will be defined with respect to S. The rest of this section will be devoted to 
proving: 

Theorem (Matsumoto Cancellation Property) Given cp E W(L\), if cp = 
Sal ... sak and £ ( cp) < k, then there exists 1 ~ i < j ~ k such that 

Remark: The cancellation property means that we can delete the terms sa; and 
Saj to obtain an expression for cp involving two fewer terms. So if we start with any 
expression for cp, we can obtain a reduced expression by cancelling terms in this 
fashion. 

The cancellation property has an equivalent formulation that is also useful. By 
comparing the two expressions in the above theorem, cancelling, and re-indexing, 
we can easily obtain: 

Corollary (Matsumoto Exchange Property) Given cp E W(.6.), if cp = Sal' .. So, 

and £( cp) < k, then there exists 1 ~ i ~ j ~ k such that 

In proving Matsumoto cancellation, we shall make use of the sets L\( cp) intro­
duced in §4-3. Recall that £(cp) = 1L\(cp)l. We shall study the relation between 
L\(cp) and L\(cpsa) and, hence, between £(cp) and £(cpsa). Our main result in this 
direction is 

Proposition Given cp E W(L\) and a E E, then £(cpsa) = £(cp) ± 1. Moreover, 

(i) £(cpsa) = £(cp) + 1 if and only ifcp . a> 0; 
(ii) £(cpsa) = £(cp) - 1 if and only if cp . a < O. 

We shall first prove this proposition, and then demonstrate how it can be used 
to prove the Matsumoto cancellation property. 

Proof of Proposition Fixcp E W(L\) and a E E. We shall prove the proposition 
in two steps. 
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(a) We prove that the two sets ~(cp) - {a} and ~(cpsa) - {a} have the same 
cardinality. 

(b) We prove that a belongs to either ~(cp) or ~(cpsa), but not both. 

Granted the relation between f(cp) and ~(cp), and between f(cpsa) and ~(cpsa), 
these facts establish the proposition. 

Recall that Lemma 4-3A asserts that Sa permutes ~+ - {a}. We begin the 
proof of the proposition by showing that, in particular, Sa induces a one-to-one 
correspondence between ~(cp) - {a} and ~(cpsa) - {a}. 

LemmaA Sa· [~(cp) - {all = ~(CPSa) - {a}. 

Proof It suffices to show 

for if we replace cp by CPSa' we obtain 

Then, applying Sa to both sides, we have the reverse inclusion of (*), namely 

~(CPSa) - {a} C Sa· [~(cp) - {all. 

To prove (*), pick,8 E ~(cp) - {a}. So,8 E ~+ - {a} and cp.,8 E ~ -. We claim 
that Sa . ,8 E ~ ( CPSa) - { a }. First of all, by Lemma A, Sa permutes ~ + - { a} and, 
so, Sa . ,8 E ~ + - {a}. Secondly, cpsa(sa . ,8) = cP • ,8 E ~ -. • 

Thus the two sets ~(cp) - {a} and ~(cpsa) - {a} have the same cardinality. 
The relation of a to the two sets ~ ( cp) and ~ ( cpsa) is given by the following: 

LemmaB 

(i) a E ~ ( cp) if and only if cP • a < 0; 
(ii) a E ~(cpsa) if and only if cP • a > o. 

Proof Since a is a positive root, property (i) is true by definition. For prop­
erty (ii), we have the equalities 

a E D.(cpsa) # CPSa . a < 0 

¢:> cP • a = -CPSa . a > o. • 
The proposition easily follows from the above two lemmas. 
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Proof of Matsumoto Cancellation Property Pick cp E W (~) and an expression 
cp = sal' .. Sak where £( cp) < k. Since £( cp) < k, it follows that, for at least one 
j:::; k - I, 

£(Sal ... Saj+l) = £(Sal ... sa) - l. 

By the above proposition, this equality is the same as asserting that 

Choose i :::; j such that 

(sal" 'Saj)' aj+l < O. 

(Sai+l' "saj)' aj+l > 0 

(SaiSai+l' "saj)' aj+l < o. 
Since sai permutes ~ + - {ai}, we must have 

(sai+l ... Saj) . aj+J = ai· 

In view of property (A-4) in §1-1, we have 

which can be rewritten as 

This equality enables us to transform the expression cp = sal ... sak into the form 
cp = Sal' .. Sai ... Saj+l ... Sak' • 

4-5 Length and reflecting hyperplanes 

In this section, we explain how the characterization of length in terms of root 
systems, as given in §4-3, can be reformulated in terms of reflecting hyperplanes 
and their associated chamber system. We shall demonstrate that the diagram from 
§4-3 for the dihedral group D4 actually illustrates a general situation. 

Let ~, W(~), ~ and S be as in §4-3. The reflecting hyperplanes of W(~) 
consist of the set {Ha I a E ~ +}. A reflecting hyperplane Ha separates two 
chambers e1 and ez if they lie on opposite sides of Ha. In other words, for any 
tJ E e1 and tz E ez, the signs of (a, tJ) and (a, tz) are opposite. Let eo be the 
fundamental chamber with respect to ~ as discussed in §3-5, i.e., 

eo = {t E lE I (t, a) > 0 for a E ~}. 

W(~) acts on the set of chambers. The action follows from the fact that W(~) 
permutes the reflection hyperplanes (by the rule cp . Ha = H'P.a) and, so, W(~) 
also permutes the connected components oflE - (UaELl Ha). Given cp E W(~), 
let 

Definition: ).( cp) = the number of reflecting hyperplanes separating eo and cp . 
eo. 

We shall prove: 

Theorem Given cp E W(~), then £(cp) = ).(cp). 
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Proof In view ofLemma 4-2 and Theorem 4-3A, we have the equalities l(cp) = 
l(cp-I) = 1'('1'-1). So it suffices to show 

Since Ho: = H_o: for each 0: > 0, we can index the reflecting hyperplanes by the 
positive roots. The above identity now follows from the fact that, for any 0: > 0 
and t E eo, we have the equivalences 

Ho: separates eo and 'I' . eo {::} ('I' . t, 0:) < 0 

{::} (t, '1'-1 .0:) < 0 

{::} '1'-1 . 0: < o. 

For the last equivalence, we are using the fact that the negative roots with respect 
to E are determined by being negative when evaluated on the chamber (= eo) 
corresponding to E. • 

4-6 The action of W(~) on fundamental systems and Weyl chambers 

In this section, we give an application of our characterizations oflength. We ex­
plain how the one-to-one correspondence in §3-5 can be extended to 

{chambers} f-T {fundamental systems} f-T W(~). 

Theorem 4-5 will playa central role in this discussion. First of all, observe that 
W (~) acts both on the set of chambers and on the set of fundamental systems. 
The action on the chambers was discussed in §4-5. The action on the fundamental 
systems is induced by the action of W(~) on ~. Secondly, observe that the one­
to-one correspondence 

{ chambers} f-T {fundamental systems} 

is actually equivariant with respect to the action of W(~) on the two sets. (We 
use the identity ('I' . t, 'I' . O:i) = (t, O:i) to show this). 

In the rest of this section, it will be shown that W (~) acts freely and transitively 
on {chambers} = {fundamental systems}. In particular, this will establish the 
desired one-to-one correspondence between these two sets. The freeness and the 
transitivity of the W (~) action will be analyzed in two different propositions. 

Proposition A W(~) acts transitively on the Weyl chambers of~. 

Proof Pick a fundamental system E = {O:I, ... , o:t}. Then 

eo = {t E lE I (t,O:i) > 0 i = 1, ... , l} 
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is the corresponding fundamental chamber. Given a chamber e, we want to show 
that there exists cp E W(b.) so that cp' e = eo. It suffices to show that (cp. e)neo =f: 
o for some cp E W. In turn, let 

eo = {t E lE I (t, ai) 2': 0 i = 1, ... , t'} 

be the closure of eo. It suffices to prove that cp . en eo =f: 0 for some cp E W, 
because eo - eo lies in UQE6. HQ and (UQE6. HQ) n (cp . e) = 0. Pick a E e and 
let 

r = the W orbit of a in lEo 

To show eo n r =f: 0, pick b E eo and consider 

d = min{llb - xiii x E r}. 

Pick cp . a E r such that d = lib - cp . all. We claim cp . a E eo. If not, then 
(cp . a, ai) < 0 for some ai. So cp . a and b lie on opposite sides of the hyperplane 
HQ;' It is easy to see that 

The following pictures illustrate the possibilities. 

cp(a) sQ;cp(a) 
.,;::-----r----. 

b 
I I 

(The dashed line denotes the reflecting hyperplane HQ; of 5,,) The following 
manipulation verifies these pictures. 

IlsQ;cp . a - bl1 2 = (s,,;cp· a - b, s,,;cp· a - b) 

= (s",cp· a, s,,;cp· a)- 2(s,,;cp· a, b) + (b, b) 

= (cp . a, cp. a) - 2 (cp, a - 2 (cp. a, ai) ai, b) + (b, b) 
(ai, ai) 

= (cp. a, cp. a) - 2(cp· a, b) + (b, b) + 4 (~. a, a;) (ai, b) 
ai,ai 

2 (cp·a,ai) 
= Ilcp·a-bll +4 ( ) (ai,b) 

ai,ai 

< Ilcp, a - b11 2• 

The last inequality is based on the inequalities (cp . a, ai) < 0, (ai, ai) > 0 and 
(ai, b) > 0 (b E eo!). So we have contradicted the fact that d = Ilcp· a - bll. • 
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Secondly, it is a trivial consequence of the characterizations of length in §4-5 
that 

Proposition B W (~) acts freely on the Weyl chambers of ~. 

Proof In view of Proposition A, it suffices to show that no element of W (~) fixes 
the fundamental chamber. Given'P E W(~), if'P fixes the fundamental chamber 
then by Theorem 4-5 .e( 'P) = A( 'P) = o. So 'P = 1. • 

We record for use in §5-2 a consequence of the argument used to prove Propo­
sition A. 

Corollary (of proof) Every W orbit in lE intersects eo, i.e., lE = U<pEW 'P . eo. 
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5 Parabolic subgroups 
The material in this chapter is not really needed until the study of conjugacy classes 
in Chapters 27-30. However, it is introduced at this time because it is a natural 
extension of the ideas discussed in previous chapters, particularly the results of 
Chapter 4. Let W C OOE) be a finite Euclidean reflection group. In Chapter 4 we 
studied the interaction between the algebraic structure of Wand its action on IE. 
Parabolic subgroups arise naturally out of that discussion. Parabolic subgroups 
and subroot systems will be introduced in §5-1. In §5-2 it will be shown that 
parabolic subgroups are the isotopy groups of the action of W on lEo This fact 
is a generalization of the fact that W acts freely on the Weyl chambers. The last 
two sections, §5-3 and §5-4, are devoted to the effect of conjugation on parabolic 
subgroups of reflection groups. This theme will be explored again in Chapter 28. 

5-1 Parabolic subgroups 

Let W = W(,6,) be a finite Euclidean reflection group with root system,6, C lEo 
Let ~ = {(XI, ... , (Xc} be a fundamental system for ,6,. So W is generated by the 
fundamental reflections 5 = {sal' ... , saJ. Given I C {I, 2, ... , C}, let 

WI = the subgroup of W generated by {sa; liE I}. 

Such a subgroup is called a parabolic subgroup ofW. This defines parabolic sub­
groups with respect to~. To obtain the complete collection of parabolic sub­
groups, we must consider those defined with respect to all fundamental systems 
of ,6,. 

If we fix a particular fundamental system ~, then every parabolic subgroup is 
conjugate to a parabolic subgroup with respect to ~; for, given another funda­
mental system ~', then !.p . ~ = ~' for some!.p E W (see Proposition 4-6A) 
and the inner automorphism Cf!_Cf!-I: W -+ W maps the fundamental reflections 
5 = {sa I (X E ~} to the fundamental reflections 5' = {sa' I (X' E ~'} (see 
property (A-4) of§l-l). Thus the parabolic subgroups ofW defined using ~ are 
conjugate to those defined using ~/. 

There are further conjugacy relations between parabolic subgroups. Ifwe fix ~ 
and look at the different parabolic subgroups defined using a fixed ~, then they 
are sometimes conjugate to each other. This topic is, however, more complicated. 
These extra conjugations will be initially discussed in §5-3 and then analyzed in 
more detail in Chapter 28. 

Besides parabolic subgroups we can also define parabolic subroot systems. For 
each I C {1,2, ... ,C},let 

~I = {(Xi liE I} 

,6,1 = the subroot system generated by ~I. 

Then ~I is a fundamental system for ,6,1. There is an obvious relation between 
parabolic subgroups and parabolic subroot systems: namely, Wr is the reflection 
group associated to the root system ,6,r and we can write W = W (,6,r ). 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001
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Example: In the case of the root system .6. = Ae, the parabolic subroot systems 
are disjoint unions of the form Ail U ... U Ail' while the parabolic subgroups of 
W(Ac) = Ec+! consist of products of the form Eil +1 x ... X Eik+1. 

This example is not too hard to see, even at this stage. But the determination 
of parabolic subroot systems and subgroups for a general .6. and W(.6.) clearly 
requires better techniques of analysis. This will be provided once Coxeter sys­
tems have been introduced and studied in Chapters 6-8. Coxeter graphs provide a 
heuristic device for the study of fundamental systems and, therefore, of parabolics. 
For example, the Borel-de Siebenthal Theorem of Chapter 12 is a clear example of 
the efficacy of such graphs in analyzing crystallographic subroot systems. In the 
rest of this chapter, however, we shall be studying parabolic subgroups without 
introducing Coxeter graphs. 

The transitivity of the parabolic relation (for groups as well as root systems) 
follows from: 

Lemma A If.6./1 C .6.', and .6.' c .6. are parabolic subroot systems, then .6./1 C .6. 
is a parabolic subroot system as well. 

Proof Pick fundamental systems E C .6. and E' C .6.' and inclusions 

E[ C E and E~ C E' 

realizing.6.' C .6. and.6./1 C .6.' as parabolic sub root systems, i.e., 

.6.' =.6.[ and .6./1 = .6.~. 

Since both E' and E J are fundamental systems of .6.', we can choose rp E W' = 
W(.6.') such that E' = rp. E J. But then 

E~ c E' = rp' EJ c rp. E, 

which verifies that .6./1 C .6. is a parabolic sub root system. • 

As explained in §4-2, we can define length in W(.6.) with respect to each fun­
damental system. If we make the appropriate choices, then there is compatibility 
between length in a reflection group and in its parabolic subgroups. Let E be a 
fundamental system for the root system.6.. Given I C {I, ... ,£}, let EI C E 
be the fundamental system for the parabolic subroot system.6.I C .6.. Given 
rp E WI C W,let 

£( rp) = length in W with respect to E 

£I(rp) = length in WI with respect to EI . 

LemmaB For any rp E WI> £I(rp) = £(rp). 
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Proof Let 
~=~+Il~-

be the decomposition of ~ into positive and negative roots with respect to E, and 
let 

~I = ~tIl ~I 
be the decomposition of ~I into positive and negative roots with respect to EI . 

This second decomposition is obtained by restricting the first decomposition ~ = 
.6.+ U ~ - to ~I' It was shown in §4-3 that the length of any ip E W can be 
determined from its action on the root system ~. If we let 

~ ( ip) = the positive roots of .6., which ip converts into negative roots, 

then Theorem 4-3A asserts that 

After defining analogues to the above, we have, for any cp E WI> the identity 

And, given ip E WI, we then have the inequalities 

£(cp) :S £I(CP) = I~I(cp)1 :S 1~(cp)1 = £(cp). 

Thus we must have £(cp) = £r(CP). • 
We end this section by discussing coset representatives for WI' Let 

W r = {cp E W I cp . Qi > 0 for i E I} 

= {cp E W I £( cpso,) = £( cp) + 1 for i E I}. 

The equivalence of the two different conditions used to describe WI is provided 
by Proposition 4-4. We shall prove that the set WI provides coset representatives 
for WI> i.e., W = WIWI • 

Lemma C Every cp E W can be decomposed cp = cpIcp!> where ~ E Wr, ipr E WI' 

Proof By induction on length. We can assume cp rf. WI. It follows, from the 
above description of WI and from Proposition 4-4, that there exists i E I such 
that 

£(CPSa,) = £(cp) - 1. 

By induction, ipsa; = cpICPI, where ~ E WI, CPI E WI' So 

cp = (cpI)(cprSaJ 

This decomposition is of the desired form. • 
Remark: With more work, we can show that the decomposition cp = cpI CPr is 
unique and that £( cp) = £( cpI) + £( CPr). Moreover, the element cpI can be charac­
terized as the element of minimal length in the coset cp WI. 
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5-2 Isotropy subgroups 

In this section, we show how parabolic subgroups arise naturally when we con­
sider the action of W on lE. 

Definition: Given a set r c JE, the isotropy group of r is 

Wr = {<p E W I <P • x = x for all x E n. 
The main result of this section is: 

Theorem For any set r c lE, Wr C W is a parabolic subgroup. 

Since parabolic subgroups are, by definition, reflection subgroups, we also have 

Corollary For any set r c JE, Wr C W is a reflection subgroup. 

Most of the remainder of this section will be devoted to the proof of the above 
theorem. Before giving the proof, we first study the fundamental chamber of a 
reflection group and its relation to isotropy subgroups. As in §4-5 and §4-6, pick 
a fundamental system :E = {ell, ... , ele} and let 

eo = {t E lE I (eli, t) > O} 

be the fundamental Weyl chamber determined by:E. The closure of eo is 
eo = {t E lE I (eli, t) ~ O}. 

There is a canonical decomposition of eo. Given I C {I, 2, ... , f}, let 

e = { lE I (t, eli) = 0 for i E I} 
I tE (t,eli»Oforirj.I· 

Each eI is a convex cone, i.e., closed under addition and multiplication by positive 
scalars. Each eI is also a cell, i.e., homeomorphic to an open ball. In particular, 
e0 = eo, the fundamental chamber. We shall continue to use the symbol eo 
(rather than e0 ) for this case. We have a disjoint union 

The parabolic subgroups {WI} associated with :E have a very nice relation with 
this cellular decomposition. 

Proposition A Given I C {I, 2, ... , i}, then WI is the isotropy group of each x E 
eI . 

Obviously, WI C the isotropy group of eI . The method of obtaining equality is 
to use the canonical representatives WI for the cosets W /WI, which were discussed 
in §5-1. These coset representatives have the property that all of them, except 
<P = 1, act on eI in a highly nontrivial manner. 

Lemma Given 1 :I <p E WI, then (<p. eI ) n eo = <p. 
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Proof First of all, 'P t- 1 implies that 'P . 0:; < 0 for some 1 ::; i ::; C. Since 
'P E WI, we also have i tf. I. Now, pick x E eI . Since i tf. I, we have (x, 0:;) > O. 
Thus 

('P' x, 'P' 0:;) > O. 

We now show that 'P . x E eo produces a contradiction to this inequality. Since 
'P . 0:; < 0, we have (y, 'P . 0:;) < 0 for all y E eo. So (y, 'P . 0:;) ::; 0 for all y E eo. 
In particular, 'P . x E eo implies 

('P' x, 'P' 0:;) ::; O. • 
The proposition easily follows. Pick'P E W. Then we can decompose 'P = 

'PI'Pl> where 'PI E WI and 'PI E WI. So 'P E WI if and only if 'PI = 1. On the 
other hand, 

'P' eI = 'PI'PI . eI = 'PI . eI . 

So ('P·eI )neo t- 0 if and only if 'PI = 1. This finishes the proof of the proposition. 

Proof of Theorem We prove the theorem by reducing it to Proposition A. We 
need only prove a very special case of the theorem in order to deduce the general 
result. That is, we can reduce the proof of the theorem to the case where 

r = {x}, 

i.e., r is a set consisting of a single element. We can reduce to the case of r being 
finite by using linearity. The reduction to r being a single point follows by an 
inductive argument on I fl. We decompose r = r' U {x} and use the relation 
Wr = (Wx)r', We also need to use the fact, demonstrated in §5-1, that the relation 
of being a parabolic subgroup is a transitive one. That is, if we prove that Wx c W 
and (Wx)r' C Wx are parabolic subgroups, then it follows that (Wx)r' C W is a 
parabolic subgroup as well. 

Next, in studying the isotropy groups Wx of a point x E lE, we need only con­
sider very special cases of x E lEo It suffices to assume that 

x E eo 

because Corollary 4-6 implies that x = 'P . Y for some y E eo. If x = 'P . y, then 
Wx = 'PWy'P-1. So ifWy is a parabolic subgroup with respect to E, then Wx is a 
parabolic subgroup with respect to the fundamental system E' = 'P. E. 

Thus we are reduced to showing that Wx is a parabolic subgroup with respect 
to E for each x E eo. Proposition A now dearly suffices to establish the theorem. 

Remark 1: The rank of a reflection group W is the rank of any root system of 
W, i.e., the number of roots in any fundamental system. We can easily use this 
argument to produce a strengthened version of the above theorem. Proposition A 
not only shows that the isotropy group of a subset S C lE is a reflection group, but 
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also that, if Sf. 0, then the isotropy group ofr has rank smaller than that ofW. 
We shall use this fact in §30-I for an inductive argument. 

Decomposition of [ We can use the action of W on lE to extend the decomposi­
tion eo = ill el from eo to all oflE. In the process, we also demonstrate that eo is 
a fundamental domain for the action of W on lE, i.e., each W orbit of lE intersects 
eo in an unique point. The key fact used is the existence of a set of coset represen­
tatives for W /WJ, with the properties described in the above lemma. In view of 
Proposition A, we have well-defined maps: 

(W /WI) x el -+ lE 

(cpWI , ) ~ cp . x. 

This map is surjective because we know from Corollary 4-6 that each W orbit of 
lE intersects eo in some point, i.e., 

[= U cp. eo· 
<pEW 

Granted the existence of coset representatives for W /WI such that (cp. el )neo = 0 

whenever cp f. 1, this map actually provides a decomposition of lEo 

Proposition B lE = ill(W /WI) x e[, where I ranges over the subsets of 
{I,2, ... ,l}. 

We have obtained a decomposition ofE into the disjoint pieces 

{cp . e[ I I c {I, ... , l} and cp E W /Wd. 

Each cp . el is a convex cone and also a cell. By definition, the action of W on 
lE respects the decomposition of lE into cells. And the action of W on lE is being 
used to extend the decomposition of eo given by ill el to all of Eo In particular, 
eo = ill el is a fundamental domain for the action. 

Remark 2: The above cells in lE are also determined by introducing, for each 
a E ~, one of the three restraints: 

(a,x) = 0 or (a,x) > 0 or (a,x) < O. 

For some choices, we obtain the empty set ¢. The nontrivial cases, however, de­
compose lE into disjoint subsets and are the various cells {cp . el } oflE. 

To verify this assertion, we begin by observing that each of the eI is clearly de­
termined bya choice of such constraints. Since (cp·x, cpo y) = (x, y), it follows that 
a set of such constraints determines each cell cp' el . Finally, since both the cells and 
the sets determined by constraints decompose lE, it follows that every nontrivial 
set determined by constraints must be a cell. This alternative characterization of 
the cells {cp. el } will be used in the proof of Proposition 27-4. 
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5-3 Conjugation of parabolic subgroups 

The question of classifying parabolic subgroups up to conjugacy will be briefly 
discussed in this section (and in more detail in Chapter 28). Let W be a finite Eu­
clidean reflection group with associated root system~. Let E = {Q1' ... , Qt} be a 
fundamental system for ~. In studying conjugacy classes of parabolic subgroups, 
we are reduced to studying the parabolic subgroups defined with respect to E, be­
cause every parabolic subgroup is conjugate to a parabolic subgroup defined with 
respect to E. Given I C {I, 2, ... , £}, then, as in §5-1, let 

EI = {Qj liE I} 

~I = the subroot system generated by EI 

WI = W(~I). 

We want to determine all the possibilities for WI and, also, when two of them are 
conjugate to each other. It was already suggested in §5-1 that the possibilities for 
WI are determinable, and that this process will become considerably easier once 
the machinery of Coxeter graphs is introduced. So this section will be focusing on 
the second question, i.e., when can WI and WI be conjugate to each other. 

Two subsets 5 and 5' oflE are W -equivalent if there exists 'P E W so that 'P' 5 = 
5'. The question of WI and WI being conjugate in W reduces to the question of 
such W equivalences, since we have 

Proposition Given I, J C {I, ... ,£}, then the following are equivalent: 

(i) WI and WI are conjugate in W; 
(ii) ~I and ~I are W -equivalent; 
(iii) EI and E I are W -equivalent. 

Proof First of all, (i) and (ii) are equivalent. This follows from property (A-4) 
of§l-l, and the identities WI = W(~I) and WI = W(~J)' Secondly, (ii) and 
(iii) are equivalent. We use the fact that EI and E I are fundamental systems for 
~I and ~I' Clearly, (iii) implies (ii). Conversely, suppose 'P . ~I = ~J' Then 
'P' EI is a fundamental system of'P' ~I = ~J' Since WI acts transitively on the 
fundamental systems of ~J (see §4-6), it follows that 'P' EI and E J are related by 
some 'P' E WI, i.e., ('P''P) . EI = EI· 

In Chapter 28, a technical condition will be obtained for determining when EI 
and E I can be W -equivalent. This technical condition, when combined with the 
above proposition, will reduce the study of conjugacy of parabolics in W to an 
analysis of the Coxeter graph of W. 



II Coxeter groups 

In the next three chapters, we shall discuss the algebraic structure of reflection 
groups. The main concepts are Coxeter systems and Coxeter groups. A Coxeter 
system is a special type of group presentation possessed by every finite Euclidean 
reflection group. The goal of the next three chapters is to study and classify finite 
Coxeter systems and finite reflection groups. One of the main themes of this study 
will be that the algebraic structure of a finite reflection group (namely, its Coxeter 
system) arises from, and mirrors, precise facts about the geometry of the reflection 
group (namely, its configuration of reflecting hyperplanes). 

In Chapter 6, we introduce Coxeter systems and Coxeter groups, and demon­
strate that every finite reflection group has a canonical Coxeter system associated 
to it. In Chapter 7 we introduce the bilinear form of a Coxeter system, and prove 
that this bilinear form is always positive definite when the Coxeter system is finite. 
In Chapter 8 we work out the classification of finite Coxeter systems and finite 
Euclidean reflection groups. 

65 
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6 Reflection groups and Coxeter systems 
In this chapter, we shall explain how the algebraic structure of finite Euclidean 
reflection groups can be captured in the concept of a Coxeter system. In the next 
two chapters, we use this algebraic structure to classify finite reflection groups. 

6-1 Coxeter groups and Coxeter systems 

The basic algebraic structure used to understand finite Euclidean reflection groups 
is the concept of a Coxeter group. We have already introduced in § 1-3 the idea of 
a presentation G = (5 I R) of a group G. A Coxeter group is a group possessing 
a canonical presentation called a Coxeter system. As we shall see, the presentation 
of the dihedral group given in § 1-3 is the simplest example of a Coxeter system. A 
dihedral group is a Coxeter group and, conversely, we can say that a Coxeter group 
is a generalized dihedral group. 

Definition: A group W is a Coxeter group if there exists 5 C W such that 

W = (5 E 5 I (ss,)m", = 1), 

where 

mss =1 and mss ,E{2,3, ... }U{oo} ifs=l-s'. 

In particular, the relations mss = 1 assert that each 5 is an involution. In §7-2 
we shall show that mss , is actually the order of 55'. We shall do so by constructing 
a representation (the Tits representation) of the Coxeter group where, for each 5 

and 5',55' is a rotation of order mss ,. Notice that 

mss ' = 2 {:} 55'55' = 1 {:} 55' = 5'5. 

So we can view the integers mss , 2: 3 as expressing, in a systematic way, the lack of 
commutativity in W. 

The pair (W, 5) is called a Coxeter system. We shall be interested in finite Coxeter 
systems, namely those for which W is finite. We shall say that (W, 5) and (W', 5') 
are isomorphic if there is a group isomorphism W ---+ W' sending 5 to 5'. The 
Coxeter system has rank C if 151 = C. The Coxeter system (W,5) is reducible if 
W = WI X W2 and 5 = 511152, where 0 =I- 51 C WI> 0 =I- 52 C W2 and 
(Wi> 5d, (W2 , 52) are Coxeter systems. Otherwise, the Coxeter system is said to 
be irreducible. 

We have already seen examples of Coxeter systems in Chapter 1. The presenta­
tion 

of the dihedral group given in Proposition 1-3B is the simplest example of a Cox­
eter presentation. In addition, it was suggested (but not proven) in § 1-6 that the 
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automorphism groups of the tetrahedron, cube and dodecahedron are given by 
the following three descriptions: 

(5h52,53 I (5d2 = (52)2 = (53)2 = (5153)2 = (5152)3 = (5253)3 = 1) 

(5h 52, 53 I (5d2 = (52)2 = (53)2 = (5153)2 = (5152)3 = (5253)4 = 1) 

(5h 52, 53 I (5d = (52)2 = (53)2 = (5153)2 = (5152)3 = (5253)5 = 1). 

We can now recognize these as Coxeter systems. 
It is important to realize that a given group may possess several completely 

different Coxeter systems. 

Example 1: Consider the dihedral group D6• First of all, if we take the presenta-
tion 

D6 = (5h 52 I (sd2 = (52)2 = (5152)6 = 1) 

from §1-3, then we have an irreducible Coxeter system of rank 2. On the other 
hand, we have the group decomposition 

where the factors can be given the following Coxeter group structures 

D3 = (Sh52 I (sd 2 = (52)2 = (51S2)3 = 1) 

l/2l = (S3 I (53)2 = 1). 

So we can also impose a reducible Coxeter system of rank 3 on D6. 

Example 2: A similar type of pattern of a group possessing several different Cox­
eter systems holds for the automorphism group of the cube studied in § 1-6. The 
two descriptions 

(l/2l)3 ~ E3 = E4 x l/2l 

of the group given there can be used to obtain two completely different Coxeter 
systems. It has already been pointed out that (l/2l)3 ~ E3 = W(B3), the reflec­
tion group associated to the root system B3• The Coxeter system associated to this 
reflection group is irreducible and of rank 3. On the other hand, E4 = W(A3 ) 

possesses a Coxeter system of rank 3, so E4 x l/2l also has a reducible Coxeter 
system of rank 4. 

Because of the existence of problems such as these, we shall deal with Coxeter 
systems rather than Coxeter groups. As our examples illustrate, the concepts of 
rank and reducibility are not well defined for Coxeter groups, only for Coxeter 
systems. 

It is very convenient to represent Coxeter systems by graphs. Notably, through­
out Chapter 8, we shall work with Coxeter graphs rather than Coxeter systems. 
A Coxeter graph is a graph with each edge labelled by an integer ~ 3. There is a 
standard method of assigning a Coxeter graph to a Coxeter system. Given (W, S), 
let X be the graph where 
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(i) 5 = the vertices of X; 
(ii) given s, S' E 5 there is no edge between sand S' if mss , = 2; 
(iii) given s, S' E 5 there is an edge labelled by ms,s' if m ss , :::: 3. 

This assignment sets up a one-to-one correspondence between Coxeter system 
and Coxeter graphs. For example, the Coxeter graph 

3 

corresponds to the Coxeter presentation 

Coxeter graphs provide excellent models for Coxeter systems. Notice, in particu­
lar, that (W, 5) is irreducible if and only if its Coxeter graph X is connected. 

We also adopt one more convention. Because of the prevalence of mss , = 3, 
we shall suppress the number 3 in our graphs. So the above Coxeter graph now 
becomes 

One goal of this chapter, as well as of the next two, is to set up a direct relation 
between finite Euclidean reflection groups and finite Coxeter systems. We shall 
define a map 

\[I: {iso~orphis~ classes Of} ____ {iso~orphism classes Of} 
fimte reflectIOn groups fimte Coxeter systems 

and study its properties. The rest of Chapter 6 will be devoted to a discussion 
of this map, namely, how to associate a Coxeter system with a finite reflection 
subgroup. Actually, we shall deal with a refinement of the map where we use stable 
isomorphism classes of finite reflection groups. The map and this refinement will 
be introduced in the next section. 

6-2 Reflection groups are Coxeter groups 

In this section, we explain the basic procedure for associating Coxeter systems to 
finite Euclidean reflection groups. Given a finite reflection subgroup W C OOE), 
we want to locate 5 C W such that (W, 5) is a Coxeter system, and such that the 
choice of 5 is unique up to isomorphism. 
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We choose 5, as in §4-1. Think ofW as the associated reflection group W(~) 
of an unitary root system~. Choose a fundamental system L; = {at, ... , ae} of 
~ and let 5 = {sai} be the corresponding fundamental reflections. Alternatively, 
5 consists of the reflections in the walls of the chamber of ~ determined by L;. By 
Proposition 4-1, 5 generates W. Given 1 ~ i, j ~ e, let 

In this section, we shall prove 

Theorem (Coxeter) W(~) = ({sa.} I (SaiSa)mij = 1). 

Before proving the theorem, we shall make a few comments. 

Remark 1: The associated Coxeter presentation W = ({sa.} I (SaiSa)mij = 1) 
of a reflection group W C OOE) arises from, and mirrors, precise facts about the 
geometry of W, namely the pattern or configuration formed by the hyperplanes 
of the reflections in W. 

(i) The choice of generators 5 c W is based on geometric data, since 5 con­
sists of the set of reflections in the walls of the chamber determined by the 
fundamental system L; = {at, ... , ae}. These walls are the hyperplanes 
{Hall'" ,HaJ. 

(ii) The integers mij (= order of SaiSaj) appearing in the Coxeter presentation also 
have a geometric content. By Lemma 1-4B, 7r - :.. is the angle between ai 

'J 

and a j. So they tell us about the angle at which the vectors L; = {a t, ... , ae} 
meet each other. Since these vectors are orthogonal to the reflecting hyper­
planes {Hal' ... , Hal}, this is information about the pattern formed by the 
hyperplanes of W. 

Remark 2: TheCoxeterpresentation ({sa.} I (SaiSaj)m;j = 1) given by the above 
theorem requires the choice of a fundamental system of~. However, up to iso­
morphism, the presentation is independent of such a choice. For, as shown in 
§4-6, W acts transitively on the fundamental systems. Given fundamental systems 
L; and L;', suppose 'P . L; = L;'. If 5 and 5' are the sets of reflections corre­
sponding to 1: and 1:', then, by property (A-4) of §1-1, the inner automorphism 
'P_'P- t : W --+ W sends 5 to 5', thereby inducing an isomorphism between the 

presentations W = ({sa.} I (SaiSaj)mij = 1) and W = ({s~J I (s~is~/)m:j = 1). 

Isomorphisms of reflection groups were defined in § 1-1. We ca~ easily extend 
the above remark to assert that any two isomorphic reflection groups determine 
the same isomorphism class of Coxeter systems. It follows that we have a well 
defined map 

W: {iso~orphis~ classes Of} --+ {iso~orphism classes Of} . 
fimte reflectIOn groups fimte Coxeter systems 

We shall continue to study and refine the map W, both in this chapter and 
in Chapter 8. We can make one immediate refinement. The concept of stable 
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isomorphism for reflection groups was introduced in §2-4. We can further extend 
Remark 2 to assert any two stably isomorphic reflection groups determine the 
same isomorphism class of Coxeter systems. So we actually have a well defined 
map 

Ill' {stable isomorphism classes } {isomorphism classes Of} 
. of finite reflection groups -+ finite Coxeter systems . 

It will be shown in §6-3 that this refined map is injective, and in Chapter 8 that it 
is surjective. 

Proof of Theorem (Steinberg) W(~) is generated by S = {sa;}. Any relation in 
W(~) is an equation between two monomials formed from the elements of S. If 
desired, any relation in W(~) can be put in the form 

(i.e., all terms in the relation can be transferred to the LHS). Here each f3j is chosen 
from the fundamental roots S = {O:j} with repetitions being allowed. Moreover, 
any relation (*) can be rewritten as 

Sf32Sf33 ••• Sf3kSf3. = 1 

Sf33 SP4 ••• Sf3kSf3. sf32 = 1 

SP4 SPS ••• sf3msp, SP2SP3 = 1, 

etc. 

Now, suppose that there are relations that are not consequences of the given re­
lations (sajSaj )mjj = 1. We shall assume that (*) is such a relation. We shall also 
assume that our relation (*) is chosen with k as small as possible. We want to show 
that these assumptions on (*) produce a contradiction. 

First of all, since det(sf3, ••• SPk) = (_I)k, we must have 

k=2m. 

To produce a contradiction, it will suffice to show 

because then relation (*) becomes (sp, sp,)m = 1. But, since mp,P2 is the order 
of Sf3,S!32' we must have mpIP2/m. So (*) is a consequence of the given relations 
{(SOjSOj )mjj = I} and we have our contradiction. 

The only part of (* * *) we shall prove is SPI = SP3' To prove the remaining 
parts of (* * *), we rewrite relation (*) in the versions (**) and apply the same 
argument. We shall prove Sf31 = SP3 by deducing the two relations 
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(I) S{31S{32'" S{3m = S(32 S{33 ••• S{3m+l; 

(II) S{33 S{32'" S{3m = S{32 S{33 ••• s{3m+l' 

We can equate the LHS of (1) and (II) and cancel to obtain S{31 = S{33' 

Proof of Relation (I) Relation (*) can be rewritten as 

(i) S{31S{32' •• S{3m+l = s{32m s{32m_l ••• s{3m+2' 

71 

This equation shows that £(S{31 S{32 ••• S{3m+l) < m + 1. By the Matsumoto Exchange 
Property of §4-4, there exists 1 ::; j ::; m so that 

We are left with proving that i = 1, j = m. If not, then relation (ii) involves 
< 2m = k terms and, so, is deducible from the given relations {(SajSa)mjj = I}. 
But then the relation 

(iii) S{31 S{32'" s{32m = S{31 ••• 5{3j .•• 5rJj+l ••• s{32m 

(which is obtained by multiplying (ii) on the left by S{31 ••• S{3i-l and on the right 
by S{3j+l ••• s{32m) is also deducible from the given relations. Moreover, in view of 
relation (*), we can equate the RHS of (iii) to 1. So we have 

(iv) S{31'" 58i ... 5{3j+l .•• S{32m = 1. 

Since (iv) involves < 2m = k terms, it is also deducible from the given relations. 
Combining (iii) and (iv), relation (*) is deducible from the given relations, a con­
tradiction. 

Proof of Relation (II) We can rewrite relation (*) as the relation S{32 ••• s{32ms{3al 

= 1 and then argue, as in the proof of (I), to deduce 

We then rewrite this relation as 

S{33 (S{32 ••• s{3m+l )s{3m+2 s{3m+l •.• S{34 = 1 

and argue, as in the proof of (I), to obtain 

• 

Remark 3: The above theorem can be generalized. If we examine the above 
proof, we see that W being a Coxeter group was deduced from the fact that W 
is generated by a set of involutions satisfying the Matsumoto Exchange Property 
or, equivalently, the Matsumoto Cancellation Property. A reverse implication is 
also true. The more general result is that, given a group W generated by a set S 
of involutions, then (W, 5) is a Coxeter system if and only if the set 5 satisfies the 
Matsumoto Exchange Property or the Matsumoto Cancellation Property. 
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6-3 The uniqueness of Coxeter structures 

In this section, we want to demonstrate that, in many cases, the Coxeter presen­
tation W = ({ s"'.} 1 (s",;S"'j )m;j = 1) of a finite reflection group W C DOE) is 
unique. In other words, it characterizes the reflection group up to stable isomor­
phism. Therefore, the map 

w. {stable isomorphism classes} ----> {isomorPhism classes Of} 
. of finite reflection groups finite Coxeter systems 

introduced in §6-2 is injective. In Chapter 8 we shall show that W is also surjective 
(see the discussion following Theorems 8-1A and 8-1B). We shall then have estab­
lished a one-to-one correspondence between stable isomorphism classes of finite 
Euclidean reflection groups and isomorphism classes of finite Coxeter systems. 

Our study will be centred on essential reflection groups. Such reflection groups 
were introduced in §2-4, and it was observed in §2-S that every stable isomor­
phism class is uniquely represented by an essential reflection group. The following 
proposition demonstrates that if we limit our attention to such groups then their 
Coxeter presentations actually do give complete information. 

Proposition Two finite essential reflection groups are isomorphic if and only if their 
associated Coxeter systems are isomorphic. 

Consequently, the map W is injective, as desired. 
The rest of this section is devoted to the proof of the proposition. Throughout 

the proof we shall assume that the root system .6. is unitary. There are two properties 
of such root systems that will playa significant role in the proof. For any a, j3 E .6., 
we have 

(C-I) S",· j3 = j3 - 2(a, j3)a 
(C-2) s",s{3 has order m {:} the angle between a and j3 is 1T - ;;; 

{:} (a, j3) = - cos (:) . 

The formula in (C-l) is a simplification of that given in property (A-I) of § I-I. 
The simplification arises from the fact that we are dealing with an unitary root 
system. We have already observed, in Remark 1 of §6-2, that the first equivalence 
in (C-2) is true. As regards the second equivalence, the trigonometric identity 
(a, j3) = Ilallllj311 cos e, and the fact that we are dealing with unitary root systems, 
tell us 

Proof of Proposition We have already demonstrated that isomorphic finite Eu­
clidean reflection groups have isomorphic Coxeter systems. (See Remark 2 of 
§6-2.) Conversely, suppose we have essential reflection groups W C O(lE) and 
W' C DOE'), and that their associated Coxeter systems (W,5) and (W', 5') are 
isomorphic. In other words, we have a one-to-one correspondence between the 
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elements of 5 = h, ... , st} and 5' = {s{, .. . , sa so that mij = m[j' where mij 
(respectively m[j) is the order of SiSj (respectively s[sj). We want to construct an 
isomorphism f: IE --+ IE' preserving inner products and conjugates W into W', 
i.e., fW f- 1 = W'. 

Let us recall how the Coxeter systems arise. Choose unitary root systems,0. C lE 
and ,0.' C IE' of Wand W'. The generators Sand 5' correspond to fundamental 
systemsL = {a" ... ,af} C ,0.andL' = {a{, ... ,a;} C ,0.' in the sense that, 
for each 1 ::; k ::; fl., we have 

Sk = the reflection sak 

s~ = the reflection Sa" 
k 

The desired isomorphism between the reflection groups W C O(lE) and W' C 
O(IE') is given by the linear transformation 

f: IE --+ lE' 

f(ai) = a[. 

We need to verify two properties of f. First of all, f preserves inner products, i.e., 

(j(x),f(y)) = (x,y) forallx,y E IE. 

By linearity, it suffices to show that this identity holds with x and y chosen from 
the basis {a" ... , at}. The fact that the associated Coxeter systems are the same 
(i.e., mi j = m[j) forces 

(ai,aj) = (a[,a;) for 1::; i,j::; fl.. 

We use property (C-2) to deduce this. 
Secondly, f conjugates W into W'. This follows from the next lemma. 

Lemma For each 1 ::; i ::; e, we have fSaJ-l = Sa" i.e., we have a commutative 
~mm ' 

lE -L IE' 

5Qi 1 150: 

IE -LIE' 

Proof It suffices to show that the diagram commutes for the elements 
{a" ... , at}. We have already observed that (ai, a j) = (a[, aj) for 1 ::; i, j ::; fl.. 
We have 

• 
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It follows from the lemma that the isomorphism 

1: OOE) -t OOE') 

'P -t f'Pf- 1 

II. Coxeter groups 

sends W to W'. First of all, W is mapped into W' because {sal' ... , Sal} generate 
Wand they are sent by 1 into W'. Secondly, W is mapped onto W' because 

{S~l ' ... , S~I} generate W', and they belong to 1m J 
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7 Bilinear forms of Coxeter systems 
In this chapter, we associate a canonical bilinear form to a finite Coxeter system 
and study its properties. The construction is motivated by the relation between 
finite reflection groups and Coxeter systems developed in §6-2. The main result 
of this chapter is that the bilinear form associated to a Coxeter system is always 
positive definite. In Chapter 8, we shall use the positive definiteness of this bilinear 
form to classify both finite Coxeter systems and finite Euclidean reflection groups. 

7·1 The bilinear form of a Coxeter system 

Appendix B contains a brief treatment of bilinear forms, including basic defini­
tions. We want to associate a bilinear form to every finite Coxeter system. The 
definition we give is motivated by the situation for reflection groups. Let us recall 
some basic facts from Chapter 6. Let W C DOE) be a finite Euclidean reflection 
group with unitary root system .6.. Let 

be a fundamental system and let 

be the fundamental reflections corresponding to {aI, ... , all. Then (W, S) is a 
Coxeter system. It was observed in property (C-2) of §6-3 that the inner product 
on lE satisfies 

This relation suggests a way of defining a bilinear form for a finite Coxeter system 
(W, S). Let 

v = a vector space over R with basis {es I s E S}. 

Define a bilinear form 13: V x V --+ R by 

13 (es, es') = - cos (~) . mss , 

In particular, 13 (es, es) = 1 while 13(es, es') = 0 when mss , = 2. 
If lE is a Euclidean space, W C DOE) is a reflection group, and (W, S) is the 

associated Coxeter system, then 13 can be identified with the original inner prod­
uct on lEo (Identify the basis elements {el, ... , ef.} with the fundamental roots 
{all ... ,ad.) So, in the case of finite reflection groups, 13 must be positive def­
inite. This chapter will be devoted to proving that this positive definiteness result 
actually holds for all finite Coxeter groups. In this chapter we shall prove: 

Theorem The bilinear form 'B is positive definite for every finite Coxeter system 
(W,S). 
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Remark: This theorem has various generalizations. Although we are only dis­
cussing the finite case, we can actually define the bilinear form for any Coxeter 
system (when mss , = 00, we let 13 ((es, es')) = -1). In this context, the converse 
of the theorem is also true. Namely, the bilinear form 13 is positive definite if and 
only if W is finite. Characterization of Coxeter systems using their associated bi­
linear forms holds in another case as well. The affine Weyl groups to be considered 
in Chapter 11 have canonical Coxeter system characterized by their associated bi­
linear form being nonnegative, i.e., 13 (x, x) 2: 0 for all x E V. 

In § 7 -2 we shall prove some preliminary results, in particular that there is a well 
defined canonical action ofW on V for which the form 13 is W -invariant, i.e., 

13(cp . x, cp . y) = 13 (x, y) for all x, y E V and cp E W. 

In §7-3 we shall prove that 13 is positive definite. 
At the moment, we want to observe that, for any (W, 5), 13 is always positive 

definite on certain subspaces ofV. Given 5, 5' E 5 let 

Lemma For any 5, 5' E 5, the restriction of13 to Vs,s' is positive definite. 

Proof Choose an arbitrary x = aes + bes' E Vs,s" Let m = mss ,. Then 

13 (x, x) = 13(aes + bes" aes + bes') = a2 + b2 - 2ab cos (:) 

= a2 - 2ab cos (:) + b2 cos2 (:) + b2 sin2 (:) 

• 
As a final observation, we can pass from Coxeter systems to Coxeter graphs and 

just as easily define the associated bilinear form 13 = 13x for a Coxeter graph X. It 
is defined exactly as above. The information required to define the bilinear form 
is present in the graph. The vertices come from the set 5 = {s}, while the integers 
{ mss , } are the labels of the edges. (Recall that m = 3 is suppressed.) Throughout 
Chapter 8, we shall be working with Coxeter graphs rather than Coxeter systems. 

7·2 The lits representation 

Let (W, 5) be a finite Coxeter system and let 13: V x V ---+ R be the associated bi­
linear form as defined in §7-1. In this section, we shall define an action ofW on V. 
This action is of interest in its own right; for it defines a "reflection representation" 
p: W ---+ O(V), where 

O(V) = {f: V ---+ V linear isomorphism where 13 (J(x),f(y)) = 13(x,y)} 
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is the orthogonal group of~. We are defining the action, however, because it will 
be needed in §7 -3 during the proof that ~ is positive definite. 

As with the bilinear form, the W action on V is motivated by the relation de­
veloped in §6-2 between finite reflection groups and finite Coxeter systems. It was 
observed in property (C-l) of §6-3 that the fundamental reflections {SOl' •.. , 501 } 

and the fundamental roots { aI, ... , af} are related by the rule: 

This suggests how to define a representation p: W --+ O(V) for (W, S). We shall 
use the notation from §7-1. For each 5 E S, define the linear transformation 
pes): V --+ Vby 

p(S)(x) = x - 2~(x, es)es' 

We can show that this definition works out, and that we have a well defined map 
p: W --+ O(V). Even more is true. The map p is always injective and, in the 
finite case, W C O(V) is a reflection group with the set S being fundamental 
reflections. However, fairly involved arguments are needed to establish these latter 
results. As we have already said, we are focusing on the more restricted result that 
the bilinear form ~ is positive definite in the finite case. To establish this result, 
we only need to construct a well defined homomorphism p: W --+ O(V). In the 
rest of this section, we shall show that the map p: S --+ O(V) extends to a group 
homomorphism 

p: W --+ O(V). 

Recall that W = FIN where 

F = the free group generated by S 

R = {(ss,)m", I 5,5' E S} 

N= nK. 
RcK<JF 

We certainly can extend p: S --+ O(V) to a group homomorphism 

p: F --+ O(V). 

To prove p factors through W = FIN, it suffices to show: 

Proposition For each 5, 5' E s, p(s)p(s') has order mss ,. 

This proposition implies that ReKer p. Since Ker p <J F, we then have N C 

Kerp. 

Proof of Proposition It follows from the definition of pes) that p(S)2 = 1. So we 
can assume s -=I- 5'. Let 

V~, = {x E V I ~(x,y) = 0 forally E Vs,s'}' 
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Then V = Vs,s' + Vt;,. Since p(s)p(s') maps Vs,s' to itself and leaves Vt;, pointwise 
invariant, it follows that the order of p(s)p(s') = the order of p(s)p(s')lv ,. By 
Lemma 7-1, Vs s' is the Euclidean plane. Since ~(es, es') = - cos(...!L), it f~llows , m., 
as in property (C-2) of§6-3, that p(s)p(s') Iv , has order mss ,. • 

As a final fact about the representation p;' the construction has the important 
property of sending reducible Coxeter systems to reducible representations. Given 
a decomposition (W,5) = (WI> 5d X (W2,52 ) of Coxeter systems, then p ~ 
PI EI1 P2, where p, PI and P2 are the representations associated to (W, 5), (WI, 51) 
and (W2,52 ), respectively. This follows from the definitions, and the fact that 
mss , = 2 whenever s E 51 and s' E 52. 

7-3 Positive definiteness 

In this section, we prove Theorem 7-1, namely that the associated bilinear form 
of a finite Coxeter system is positive definite. Throughout this section, we shall 
assume (W, 5) is a finite irreducible Coxeter system. We shall denote the elements 
of 5 as 5 = {Sl,' .. , se}, and let mij = the order of SjSj' Let ~: V x V --+ R. be the 
associated bilinear form defined in §7 -l. Let p: W --+ O(V) be the representation 
(i.e., the action of W on V) defined in §7 -2. Let {el, ... , ee} be the basis of V 
satisfying 

p(Sj) . x = x - ~(x, ei)ej. 

In proving that ~ is positive definite for finite Coxeter systems, it is reasonable to 
make the above assumption of irreducibility. For, if (W, 5) = (WI> 51) X (W2, 52), 
then ~ ~ ~I EI1 ~2' where~, ~I and ~2 are the bilinear forms constructed from 
(W,5), (WI> 5d and (W2 , 52). So if~1 and ~2 are positive definite, then B is too. 

Definition: V..L = {x E V I ~(x, y) = 0 for all y E V}. 

We begin by showing that V..L = 0, i.e., ~ is nondegenerate. This result will be 
a corollary of the next proposition. Observe that ~ "# 0 implies V..L "# V. Also, 
V..L is invariant under W. For, consider x E V..L. If we suppress the symbol p, 
then, for all y E V and cp E W, we have the identities 

~(cp . x, y) = ~(x, cp-I . y) = o. 

The first identity follows from the W -invariance of~. 

Proposition A If 0"# U c V is a proper subspace preserved under the action ofW, 
then U C V..L. 

Proof The irreducibility of the Coxeter system (W, 5) implies that 

ei rt U for alII::; i ::; f. 
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To see this, partition 5 = 51 11 52, where 

51 = {Sj I ej E U} and 52 = {Sj I ej tt U}. 

Since U is proper, we know 52 =f 0. Suppose 51 =f 0. 

(i) By the irreducibility of (W, 5) there exists Sj E 51 and Sj E 52 such that 
1)(ej, ej) =f O. Otherwise, the elements of 51 and 52 commute with each other 
and, so, there exists a decomposition (W, 5) = (WJ, 5d X (W2,52)' 

(ii) On the other hand, since U is mapped to itself under the action of W, ej E U 
means that p(Sj) . ej E U as well. Thus 21)(ej, ej)ej = ej - p(Sj) . ej E U. 
Since ej tt u, this means 1)(ej, ej) = O. 

The contradiction produced by (i) and (ii) demonstrates that we must have 51 = 
0, which establishes (*). 

Now choose x E U. We can use (*) to prove x E Vl.. We want to prove 
1) (x, ej) = 0 for alII :S i :S e. Pick ej. As above, 21) (x, ej)ej = x - p(Sj) . x E U. 
However, by (*), ej tt u. Thus 1) (x, ej) = O. • 

We can use Proposition A to deduce significant results about p and 1). Since 
we are working in characteristic 0, V is completely reducible as a W module (see 
Appendix B). On the other hand, Proposition A says that, given a nontrivial de­
composition V = U EB U' ofW modules, then both U and U'lie in Vl.. Since 
Vl. =f V, such nontrivial decompositions cannot exist. Thus we have: 

Corollary A The representation p: W -+ O(V) is irreducible. 

In particular, since Vl. =f V and Vl. is preserved under the action of W, we 
must have Vl. = O. In other words: 

Corollary B 1) is nondegenerate. 

The fact that 1) is actually positive definite follows from the next proposition. 
Despite the lack of a designated inner product on V, we can still talk about reflec­
tions acting on V. Bya reflection, we mean a linear transformation s: V -+ V that 
leaves a hyperplane H C V pointwise fixed and acts as multiplication by -Ion a 
complementary line L. It follows from Proposition D of Appendix C that: 

Proposition B Let p: G -+ O(V) be an irreducible representation of a finite group. 
5uppose an element of G acts on V (via p) as a reflection. Then any two G-invariant 
nondegenerate bilinear forms on V are multiples of each other. 

If we apply Proposition B to our particular representation p: W -+ O(V), we 
can deduce: 

Corollary C 1) is positive definite. 

Proof First of all, V has a W -invariant bilinear form that is positive definite. Just 
take any positive definite form 1)' and average it to obtain 

A I"", 1) (x, y) = IWI ~ 1) (cp. x, cp . y). 
'PEW 
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Secondly, since 13 is non degenerate and W -invariant, it follows from Proposi­
tion B that 13 = k13. Thirdly, since 13(ei, ei) = 1, we must have k > O. • 



8. Classification of Coxeter systems and reflection groups 

8 Classification of Coxeter systems and 
reflection groups 

81 

In this chapter, we obtain a classification of finite Coxeter systems and finite Eu­
clidean reflection groups. We have already shown in Chapter 6 that every reflec­
tion group has a canonical associated Coxeter system. So the classifications are 
related. In Chapter 7 we introduced the bilinear form of a Coxeter system. Most 
of this chapter is occupied with determining necessary conditions for the bilinear 
form 13: V x V ---t H of a finite Coxeter system (W, S) to be positive definite. We 
then have strong restrictions on the possibilities for finite Coxeter systems. The 
classification is finished by proving that each of these remaining possibilities can 
be realized by the case of a finite reflection group. 

8-1 Classification results 

In this section, we describe the classification results for finite reflection groups and 
finite Coxeter systems that will be obtained in this chapter. In dealing with Coxeter 
systems, we shall use the Coxeter graph notation introduced in §6-1. Most of this 
chapter will be devoted to proving: 

Theorem A If (W, S) is a finite irreducible Coxeter system, then its Coxeter graph is 
one of the following: 

(Ae) 0--0---0- - - -0--0 (£ ~ 1) 

(Be orCe) 
4 

(£ ~ 2) 0--0---0- - - -0--0-0 

(De) 0---0--0 - -~ (£ ~ 4) 

(E6 ) 

~ 
(E7 ) 

~ 
(Es) 

4 
(F4 ) ()--{)--O--O 

(G2(m)) 
m 

0-0 

(H3 ) 02-0-0 
(H4 ) o2-o---v-o 

Remark 1: We have followed the traditional notation for Coxeter groups, with 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001
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one exception. The case we have labelled G2 (m) for m ~ 5 is traditionally denoted 
by G2 for m = 6 and by I2(m) for m = 5 or m ~ 7. The labelling for Coxeter 
groups originates from (and extends) that used for Weyl groups (see Chapter 10). 
In particular, this explains the double label given to the case Bt = Ct. It will 
bifurcate into the separate cases Bt and Ct when we turn to Weyl groups, i.e., 
when we work over 'l, rather than over R. 

We can complete the classification of finite Coxeter systems and finite Euclidean 
reflection groups by showing: 

Theorem B Each of the Coxeter systems represented by the Coxeter graphs Ai> Bi> 
... , H4 arises from a finite reflection group. 

It follows from Theorems A and B that the injective map 

111. {stable isomorphism classes} {isomorPhism classes Of} 
. of finite reflection groups ~ finite Coxeter systems 

discussed in §6-2 and §6-3 is surjective and, hence, a one-to-one correspondence. 
Moreover, the isomorphism classes of the irreducible cases are then represented 
by the graphs in Theorem A. So we have a classification result. 

Most of this chapter, namely §8-2, §8-3, §8-4 and §8-S, will be devoted to the 
proof of Theorem A. Theorem B will be dealt with in §8-6. If (W, S) is a finite 
Coxeter system and ~: V x V ~ R is its associated bilinear form, as defined in 
§7 -1, then we know that the quadratic form 

q(x) = ~(x, x) 

must be positive definite. We shall prove Theorem A by studying this quadratic 
form and determining necessary conditions for it to be positive definite. 

It is far more convenient to work with Coxeter graphs, rather than Coxeter 
systems. We already observed at the end of§7 -1 that the bilinear form ~: V x V ~ 
R can just as easily be defined from a Coxeter graph as from a Coxeter system. And 
it will quickly become clear that it is much easier to formulate (and understand) 
the restrictions arising from ~ being positive definite in terms of Coxeter graphs, 
rather than in terms of Coxeter systems. 

Remark 2: Several variations on the proof given in this chapter are possible. 

(i) First of all, a more conceptual approach to the correspondence between re­
flection groups and Coxeter systems is possible. The proof given in this chap­
ter is essentially a counting argument. We restrict the possibilities for finite 
Coxeter systems, and then produce a finite reflection group realizing each 
case left on the list. The more conceptual approach is based on the Tits rep­
resentation defined in §7 -2. We can use it to define the inverse of the map 111. 
However, this approach requires a great deal more machinery. 

(ii) Secondly, if we are only interested in the classification of finite reflection 
groups, then a simpler argument than that used in this book is possible. 
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Namely, it is possible to ignore the results of Chapter 7. For, given an Eu­
clidean reflection group W C OOE), then the bilinear form of its associated 
Coxeter system is defined so as to agree with the originally given inner prod­
uct on lEo Thus it is automatically positive definite. There is no need to justify 
this fact. We can now apply the arguments in this chapter to establish that the 
Coxeter systems of reflection groups satisfy the restrictions of Theorem A. In 
conjunction with Theorem B, we obtain a classification of finite essential re­
flection groups. 

8-2 Preliminary results 

In the next four sections, we shall study the associated bilinear form :B = :Bx of 
a Coxeter graph X and obtain restrictions on when the quadratic form q(x) = 
:B (x, x) is positive definite. The graph X will have vertices 5 = {51, ... , Sf} and the 
edges will be labelled by the integers 

The vector space V will have basis (el, ... , ef) and the bilinear form :B : V x V -+ R 
is determined by the quantities 

% = :B(ei, ej) = - cos (~) . m .. IJ 

For, we have :B(x, y) = Li,j %Xih We shall assume that :B is positive definite 
and deduce the consequences. 

First of all, since we want to study irreducible Coxeter systems, we can assume 
that the Coxeter graph X is connected. A tree is a connected graph with no circuits. 

Lemma A X is a tree. 

Proof Suppose X contains a circuit (Si" ... , 5ik ) where k :::: 3. Consider the el­
ement x = ei, + ... + eik E V. We shall show that q(x) ::; 0 contradicting the 
positive definiteness of q. Since qii = 1 and qij = qji, we have 

q(x) = k+ 2 L%' 
The integers m12, ... , mk-l,b mk,l are all :::: 3. (This is equivalent to the existence 
of edges between 5i, and 5i2 , 5i2 and 5i3' etc.) Consequently, the definition % = 

:B(ei, ej) = - cos( m7r. ) forces: 
'I 

The numbers ql,2, ... , qk-I,b qk.1 are all::; -1/2. 

Combining (*) and (**), we have q(x) ::; k - k = O. • 
We next use trigonometry to obtain an important restriction. Fix 1 ::; i ::; e. 

Lemma B L #i qYj < 1. 
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Proof In all that follows, i is fixed. Consider the set J = (1 ::; j ::; e I j i= i and 
% i= 0). We claim that 

{ej}jEJ is an orthonormal basis ofU = EB Rej. 
jEJ 

Since % = 1, it suffices to show qjk = 0 for all j i= k E J. Now, qjk i= 0 means 
that there is an edge between Sj and Sk in the graph X. Since qij i= 0 and qik i= 0, 
there also are edges between Si and Sj, as well as between Si and Sk. The resulting 
circuit contradicts Lemma A. 

Let d = distance of ei to U. In the following picture, the dashed line is a per­
pendicular of d dropped from the top of ei to U. We have also indicated ei, the 
projection of ei onto U. 

I 
I 

I 
I 

We have the resolution into orthogonal components 

I 
I 

The first identity follows from (*). The second identity is based on the fact that 
% = 0 if j i= i and j ¢ J. 

It follows from the right-angled triangle in our picture that 

Substituting (**) into the equation, we obtain 

1 = d2 + 2:(%)2. 
#i • 

We can use Lemma B to obtain a series of important restrictions on the graph X. 

LemmaC 

(i) A vertex belongs to at most 3 edges. 
(ii) A vertex belongs to 3 edges only if the edges are all of order 3. 
(iii) A vertex belongs to at most one edge of order 2:: 4. 
(iv) There exists an edge of order 2:: 6 only if X has 2 vertices. 
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Proof For all the restrictions, we use the inequality (qij)2 < 1 ofLemma B, and 
precise facts about the values of qi j. 

Case (i): The existence of an edge between Si and Sj forces (%)2 ~ 1/4 because 
% = - cos( m71"), while the existence of the edge forces mij ~ 3. 

'J 

Cases (ii), (iii) and (iv): We use the equivalences 

mij = 3 {:} qij = -1/2 

mij = 4 {:} % = -1/J2 
mij = 6 {:} qij = -J3/2. 

8-3 The two possible cases 

• 

We know that X is a tree. A vertex is a ramification point if it belongs to more than 
two edges. A chain is a tree with no ramification points. In this section, we make 
use of a reduction argument to prove: 

Proposition There are only two possibilities for x: 
(i) X possesses a unique ramification point and all edges are of order 3; 
(ii) X is a chain and at most one edge is of order ~ 4. 

In §8-4 and §8-5 we shall explore the ramification case and the chain case sep­
arately, and further reduce X to the possibilities given in Theorem 8-1A. We can 
prove the above proposition by showing that: 

Reduction Result If X is a Coxeter graph such that the associated bilinear form 
is positive definite, then we can collapse any edge of order 3 (Le., remove the edge 
and identify its two vertices) and the resulting Coxeter graph X' will also have an 
associated bilinear form that is positive definite. 

For if such a reduction result is true, then we can prove the proposition by 
using Lemma 8-2C. Namely, if X does not satisfy (i) or (ii), then it must contain 
within itself one of the following three possibilities: 

(a) two ramification points separated by edges of order 3 

(b) a ramification point and an edge of order ~ 4 separated by edges of order 3 

--~ 
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(c) two edges of order ~ 4 separated by edges of order 3. 

>4 >4 
- - 0=-0---0-----0= -

In each case, if we use the reduction result (iteratively) to collapse the edges of 
order 3, the resulting graphs contradict Lemma 8-2C. Hence none of the above 
possibilities can occur. 

Proof of the Reduction Result We are left to verify the reduction result. Let X be 
a Coxeter graph and let I = (1,2, ... , f) be the index set of the vertices (st, ... , Sf) 

of X. Suppose Sk and Sn are vertices such that mkn = 3. 

Let X' be the Coxeter graph obtained from X by identifying Sk and Sn. Such an 
identification is allowable. There is an obvious problem to consider. Given a third 
vertex Sj, suppose there are edges of different orders running from Sj to Sk and Sm 

respectively. Then, when we identify Sk and Sn, it is not clear how to assign an order 
to the edge running from Sj to this new vertex. However, such problems do not 
arise because mkn = 3 means that there is an edge between Sk and Sn. If the other 
two edges existed, then there would be a circuit, contradicting Lemma 8-2A. 

We shall let I' = [I - {k, n} 1 U {p} be the index set for the vertices of X'. Here 
p indexes the new vertex obtained by identifying Sk and Sn. We want to compare 
the associated quadratic forms 

q:V---.R 

q/: V' ---. R 

q(X) = L %XjXj 
i,j 

of X and X'. We have dim V' = dim V - 1. We shall show that there is a canonical 
imbedding V' C V so that q' = q!v /. Thus q positive definite forces q' positive 
definite. This, of course, is what we want to show. 

Imbed V I C V by the rule 

V' = the subspace {Xk = xn }. 

In other words, let 

Xi = x[ if i =I k, n 

Xk =X' 
P 
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Substituting these values in q(x) we obtain 

qlv' = L %x[xj + 2 L (qik + qin)X[X; + 2qkn(X;)2 + 2(X;)2 
i,jEI-{k,n} i#,n 

(*) = L q[jxI xj + (2qkn + 1 )(x;) 2 

i,j 

The second identity of ( *) is based on the fact that 

qIj = qij ifi,j E 1- {k,n} 

qIp = qik + qin if i E I - {k, n}. 

87 

Here we are using the already-discussed fact that there cannot be edges in X from 
Si to both Sk and Sn. So either mik = 2, or min = 2. Thus either qik = 0, or qin = O. 

Finally, we can eliminate the term (2qkn + l)(x;)2 from (*) because mkn = 3 
implies qkn = -1/2. So equation (*) becomes the desired qlE' = q'. 

8-4 The chain case 

In this section, we further explore case (ii) of Proposition 8-3. We want to consider 
graphs ofthe form 

m 
0--0--0-- - - --0------0----- - - --0--0 

5j 5j+1 5£-1 5£ 

If £ = 2, then there are no restrictions on m. For, given m ~ 3, the graph O..!!!...O 
is that of the dihedral group Dm. It is only for £ ~ 3 that further restrictions on 
the graph X are possible. In that case, it follows from part (iv) of Lemma 8-2C 
that only m :::; 5 is allowable. So we must consider m = 3,4,5. In this section, we 
prove: 

Proposition Given £ ~ 3 and 3 :::; m :::; 5, then X is one of the following: 

(i) m = 3 

0--0-- - - --0--0 (At) 

(ii) m = 4 
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(iii) m = 5 

Before proving the proposition, we first prove: 

Length Lemma Let 51, ... ,Sk be vertices of X such that (5152), (5253), ... , (Sk-1Sk) 
are edges of order 3. Let v = e1 + 2e2 + ... + kek. Then IIvl1 2 = ~k(k + 1). 

Proof We have 

Hence, 

(ei, ei) = 1 

1 
(ei,ei+l) =-2 

(ei,ej)=O ifj=l=i±l. 

= Jc2 _ k(k - 1) = k(k + 1) . 
2 2 

Proof of Proposition We need only prove (ii) and (iii). 

Proof of (li) Assume m = 4. We assume that the edge of order m lies in the 
"interior" of X. (Otherwise, we have Bt). We want to show X = F4 • In the graph 

4 
0--0--0- - - --v---o--o--- - - -0--0 

Si Si+1 St-1 Sf 

we have i ~ 2 and j = f - i ~ 2. Let 

v = e1 + 2e2 + ... + iei 

w = ef + 2ef-1 + ... + jei+1. 

Then 

Ilvll = iCi + 1) and Ilwll = j(j + 1) 
2 2 

( ) .. ( ) . . (IT) i j v,w = -tJ ei,ei+1 = -tJcos "4 = - }2· 
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We now invoke the trigonometric identity that (v, W)2 = [[V[[2[[W[[2 cos2 ¢, where 
¢ is the angle between v and w. In our case, we have cos2 ¢ < 1, and so (v, W)2 < 
[[V[[2[[W[[2. Substituting the above equalities, we obtain ~ < i j (i+11(j+l) and, 
hence, 

2ij < (i + 1)(j + 1). 

Since i, j :2: 2, this last inequality forces i = j = 2. So X is the F4 graph. 

Proof of (iii) Assume m = 5. We have the graph 

5 
-0--0---0-- - - --0---0 

Si Si+l St-l Sf 

Our argument is analogous to the previous one. Let j = £ - i and let 

v = eJ + 2e2 + ... + iei 

w = ec + 2ee-l + ... + jei+J' 

The inequality (v, w)2 < [[v[[2[[W[[2 gives i2 p cos2( %) < ij (i+11U+J) and, hence, 

.. 2 (7r) ij(i + 1)(j + 1) 
lJ cos 5" < 4 . 

Since cos( %) = I +f ' we have 

cos2 (~) = 3 + v's > ~. 
588 

Combining (*) and (**), we obtain 

~ij < (i + 1)(j + 1). 

This inequality forces i = 1 or j = 1. And, if i = I, then j = 2 or 3. So X is the 
H3 or H4 graph. 

8-5 The ramification case 

We now study case (i) of Proposition 8-3. Assume that X is a graph of the form 
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where p ~ q ~ r. In this section, we shall prove: 

Proposition X is one of the following: 

(i) P arbitrary, q = r = 1 

0---0--0- - - -< (De) 

(ii) P = 2,3,4, q = 2, r = 1 

The key to proving the proposition is the inequality 

L 1 1 1 1 emma p+l + q+l + r+l > . 

Proof We prove the lemma by using trigonometry. Let 

Since the vertices of u, v and w come from the three distinct arms of X, we have 
(u, v) = (u, w) = (v, w) = O. Thus 

{ u v w} M' M' Ilwll are orthonormal. 

Let U be the three-dimensional vector space U = JR.II~II EEl lR II~II EEl JR. II : II • Let 
e = es, i.e., the vector corresponding to the ramified vertex s of the graph. Let d = 
distance of e to U. In the following picture we have indicated d as well as e = the 
projection of e onto U. 

I 
I 
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It follows from the right-angled triangle in the picture that 

We now develop an alternative expression for e and substitute it into (**). Because 
of(*), we have 

So 
_ 2 (e, U)2 (e, V)2 (e, W)2 

Ilell = Tuif2 + Tvif2 +~. 
It follows from the length lemma in §8-4 that 

Since e is orthogonal to all vertices except ei l , ejl and ekl , we also have 

Combining all the above, we have 

-2 1 P 1 q 1 r 
Ilell ="2 p + 1 + "2 q + 1 +"2 r + 1 . 

We now merge (**) and (* * *), and prove the lemma. From (**), we have the 
inequality 

Substituting (* * *), we have 

1 P 1 q 1 r 
1----------->0 

2p+l 2q+l 2r+l ' 

whence the inequality of the lemma easily follows because 1 - a > 0 and 2a + f3 = 
3 imply that (3 > 1. • 

Proof of Proposition First of all, we must have 

r=1 

because the inequality of the lemma, plus p ~ q ~ r, gives r! 1 > 1. Secondly, we 
must have 

q = 1,2. 

For, since r = 1, the inequality of the lemma becomes p~ 1 + q! 1 > ~. And, since 

p ~ q, we have q~ 1 > ~. We consider separately the two cases for q. 
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(i) If q = 1, then p is arbitrary because q = 1 means that the inequality of the 
lemma becomes 

1 
-->0. 
p+l 

This inequality imposes no restrictions on p. 
(ii) If q = 2, then p = 2,3,4 because we have p ;::: q ;::: 2, and the inequality of 

the lemma becomes 
1 1 

-->-. 
p+ 1 6 

8-6 Coxeter graphs of root systems 

We are left verifying Theorem 8-1B. We have to show that, for each of the Coxeter 
graphs listed in Theorem 8-1A, there is a finite Euclidean reflection group that 
gives rise to the Coxeter graph (= Coxeter system). Finite reflection groups arise 
from root systems. So it suffices to look for an appropriate root system. This actu­
ally simplifies the process, since the Coxeter graph (= Coxeter system) associated 
with a root system is easy to determine. 

Coxeter Graph of a Root System Let ~ be a root system. Given a fundamental 

system E = (a1, ... , at) of ~, then, for each 1 ~ i < j ::; £, 1I~~I'lil!jll = 

- cos( m1':.) for some mi j E Z+. We then assign a Coxeter graph X to ~ by the 
'I 

rules: 

(i) E = the vertices of X; 
(ii) Given ai # aj E E, there is no edge between ai and aj if mij = 2 (i.e., ai 

and aj are at right angles); 
(iii) Given ai # aj E E, there is an edge labelled by mij if mij ;::: 3. 

The Coxeter graph of ~ has the desired relation to the Coxeter graph ofW(~). 

Lemma The Coxeter graph of ~ = the Coxeter graph ofW(~). 

Proof The vertices E = {al," . , at} and S = {sap ••• , Sat} are in one-to-one 
correspondence. Moreover, this correspondence respects the assigning of edges 

because there is an edge between ai and aj of order m if and only if 1I~~j'Ii~jll = 
- cos(;), whereas there is an edge between sa; and Saj of order m if and only if 
Sa;Saj has order m. And, as in property (C-2) of §6-3, Sa;Saj has order m if and 
nl 'f (aj,aj) _ ( 1': ) _ ( 1': ) 

o YI lIadlllajll - cos 1T - iii - - cos iii . • 

So the Coxeter graph of a root system tells us precisely what Coxeter group we 
obtain from it. We now list root systems that have the Coxeter graphs listed in 
Theorem 8-1A as their graphs. In each case, in order to make the correspondence 
explicit, we give the Coxeter graph with the vertices labelled by fundamental roots. 
In all that follows, let { Ei} be an orthonormal basis of lE = Rt or Rt+ 1• 
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Root Systems 

(a) The root systemAc = {Ei - Ej Iii:- j, 1:::; i, j :::; € + I}: 

--0--0 
Ef - Ef+1 

Ef-l - Ef 

(b) The root systemBc = {±Ei 11 :::; i:::; €} U{±Ei ± Ej 11 :::; i < j:::; €}: 

4 
--0--0 

EC 
EC-1 - f£ 

(c) TherootsystemDf = {±Ei ±Ej 11:::; i < j:::; €}: 

93 

We shall treat the root systems E6, E7 and E8 in the order: E8, E7, E6. For E6 
and E7 are subroot systems of Eg • 

(d) The root system E8 = ~l U ~2' where 

~l = {±Ei ± Ej 11 :::; i < j :::; 8} 

{
I 8 8} 

~2 = 2" ~ AiEi I Ai = ±1 and IT Ai = 1 
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(e) The root systemE7 = ~I U ~2 U ~3, where 

~I = {±Ei ± Ej 12 ~ i < j ~ 7} 

~2 = {±(EI +ES)} 

{
IS S } ~3 = ±- LAiEi I Ai = ±1,AI = AS = I,ll Ai = 1 
2 . . 

1=1 1=1 

(f) The root system E6 = ~I U ~2' where 

~I = {±Ei ± Ej 13 ~ i < j ~ 7} 

{
Is S } ~2 = ±- L AiEi I Ai = ±1, Al = A2 = AS = 1, II Ai = 1 
2 . . 

1=1 1=1 

(g) The root system F4 = ~I U ~2 U ~3' where 

~I = {±Ei 11 ~ i ~ 4} 

~2 = {±Ei ± E j I 1 ~ i < j ~ 4} 

~3 = {~(±EI ± E2 ± E3 ± E4) } 
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(h) TherootsystemG2(m) = {(cos(~),sin(~)) 10::; k::; 2m -I} 

andQ[ = (cos(;;),sin(;;)) andQ2 = (cos(~),sin(~)). 

In the case of our last two root systems, we shall let f3 = cos( ~ ). 

(i) The root system H3 = .6.[ 11.6.2, where 

and 

.6.[ = {±f; 11::; i ::; 3} 

.6.2 = { all even permutations of ( ± (f3 + ~) , ±f3, ±~) } 

Q[= (~+f3,f3,-~), Q2= (-~-f3,f3,~) and 

Q3 = (~,-~ -f3,f3). 
(j) The root system H4 = .6.1 11.6.2 , where 

and 

.6.[ = {±f; 11 ::; i ::; 4} II {~(±1, ±1, ±1, ±l)} 

.6.2 = {all even permutations of (± (f3+~) ,±f3,±~,O)} 

Q [ = (~ + f3, f3, - ~, 0) and Q2 = ( - ~ - f3, f3, ~, 0 ) 

Q3= (~,-~-f3,f3,O) and Q4= (-i,O,-~-f3,f3). 
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As a final comment, the root systems presented above have their own history. 
Most of them, namely the crystallographic ones, arose as the root systems associ­
ated with semisimple Lie algebras. See Appendix D for a discussion of this relation. 
The crystallographic root systems are discussed and classified in Chapter 10. The 
classification of finite reflection groups/Coxeter systems presented in this section 
is a modification of that classification. 



III Weylgroups 

The next five chapters study a refinement of finite reflection groups. Weyl groups 
are finite Euclidean reflection groups defined over l, not just over lit Alterna­
tively, they are reflection groups possessing special types of root systems, namely 
"crystallographic" root systems. The classification ofWeyl groups is a refinement 
of that obtained for finite reflection groups. 

Not surprisingly, the concepts and results from Chapters 1 through 8, where 
Euclidean reflection groups were studied and classified, playa major role in the 
analysis of Weyl groups. But we should point out a difference in emphasis. Pre­
viously, the root system was a tool used to understand the associated reflection 
group. In the Weyl case, root systems will become much more the primary object 
of study. Crystallographic root systems are rigid enough to be classified, and the 
classification ofWeyl groups reduces to the classification of crystallographic root 
systems. 

In Chapters 9 and 10, we are concerned with classifying Weyl groups and crys­
tallographic root systems. In Chapter 11, we define and study affine Weyl groups. 
In Chapter 12, we study closed root systems. In Chapter 13, we establish a polyno­
mial identity over l relating length in a Weyl group with height in its underlying 
crystallographic root system. 
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9 Weyl groups 
Weyl groups are integral forms for finite Euclidean reflection groups. Their data 
consist of the reflection group structure, plus a lattice in Euclidean space that is 
stable under the group action. In this chapter, we shall show that a reflection 
group has such an equivariant lattice if and only if it has a crystallographic root 
system. Moreover, a definite relation will also be established between the crystal­
lographic root system and the possible equivariant lattices. This, then, reduces 
the classification ofWeyl groups to that of crystallographic root systems, and that 
classification will be carried out in the next chapter. 

9-1 Weyl groups 

A lattice (of rank £) is a free l module £,; = ll. Group actions 

on lattices are analogous to group actions on vector spaces as defined in Ap­
pendix B. We have a group action with the requirement that, for each 'P E W, 
the induced map 'P: £,; ---+ £,; is a l-linear map. A lattice with an action of the 
group W will be called a W -equivariant lattice. 

Definition: A Weyl group is a finite Euclidean reflection group W C O(IE) ad­
mitting a W -equivariant lattice £,; C IE, where IE = £,; ®z R. 

So the action of W on lE is determined by its action on /:.;. We say that a Weyl 
group is reducible or irreducible if it is reducible or irreducible as a finite reflection 
group. It will be confirmed at the end of §9-S that, in such a decomposition W = 
WI X W2, the two reflection groups WI and W2 must also be Weyl groups. 

Given a fixed reflection group W C OOE), we want to classify the W -equivari­
ant lattices £,; C IE such that IE = /:.; ®z R up to an appropriate equivalence. Given 
W -equivariant lattices £,;, /:.;', a W -equivariant map f: £,; ---+ £,;' is a l-linear map 
such that, for all 'P E W, the following diagram commutes: 

We say that two W -equivariant lattices £,; and £,;' are isomorphic if there exists a 

W -equivariant linear isomorphism f: /:.; --=-. /:.;'. 
The rest of this chapter is concerned with the classification of irreducible Weyl 

groups up to isomorphism. We already have a classification of finite (irreducible, 
essential) Euclidean reflection groups. We shall proceed by refining that classifi­
cation. For each finite Euclidean reflection group W C O(IE) we should like to 
determine, up to isomorphism, all the possible W -equivariant lattices £,; C IE such 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001



9. Weyl groups 99 

that £., ®z IR = lEo It is possible that a particular reflection group W C O(lE) pos­
sesses no such W -equivariant lattice £., C lE (i.e., is not a Weyl group) and it is also 
possible that it contains many (i.e., is a Weyl group in more ways than one). (This 
second fact is parallel to the fact that subgroups of GLcCl) that are not conjugate 
in GLpCl) may be conjugate in GLcCl).) 

So there are two questions to consider about Weyl groups: 

(i) We want to determine which finite reflection groups W C O(lE) admit a W­
equivariant lattice £., C lE, such that £., ®z IR = lEo 

(ii) For each such W, we want to determine all the distinct (i.e., nonisomorphic) 
equivariant lattices £., C lEo 

The rest of this chapter will begin to answer these questions by exploring the 
relation between Weyl groups and crystallographic root systems. It will be demon­
strated that a reflection group W C O(lE) is a Weyl group if and only if it possesses 
a crystallographic root system 6. C lEo Notably, crystallographic root systems give 
rise, in a canonical way, to W -equivariant lattices £., C lEo In the next three sec­
tions, we construct lattices Q C P C lE, called the root lattice and the weight lattice, 
respectively, which are associated with any crystallographic root system 6. C lEo 
Both these lattices, as well as any intermediary lattice Q ~ £., ~ p, will turn out 
to be W - (6.-) equivariant. Moreover, the collection {£., I Q ~ £., ~ P} will also 
turn out to be (up to isomorphism) the complete set of W - (6.-) equivariant lat­
tices. Thus the classification ofWeyl groups is a refinement of the classification of 
crystallographic root systems. The latter classification will be given in Chapter 10. 
So by the end of Chapter 10, we shall have achieved a complete classification of 
Weyl groups. 

Throughout our discussion of Weyl groups, we shall only be dealing with the 
case of essential reflection groups and essential root systems. As we shall see, this 
property guarantees that the root and weight lattices satisfy Q ®z lR = JE and 
P ®z IR = lEo Indeed, this property is needed even to properly define P. We also 
remark that essential crystallographic root systems are of very significant interest 
because of the correspondence constructed in Appendix D for Lie theory. Such 
root systems are precisely the root systems arising from semisimple Lie algebras, 
and are used to classify them. 

As far as investigating question (i) above is concerned, the above assumption 
is not really a restriction. The classification of finite reflection groups produced 
in Chapter 8 holds up to stable isomorphism; and every stable isomorphism class 
is uniquely represented by an essential reflection group. It is also not hard to see 
that, if one member of a stable isomorphism class possesses an equivariant lattice, 
then every member must. 

On the other hand, when we turn to investigating question (ii), then restrict­
ing to the essential case is a genuine restriction because not all examples of W­
equivariant lattices can be determined from the essential case, i.e., they are not 
direct sums of these cases. We are definitely ignoring extra complexities. From the 
vantage point of representation theory, this ie exactly the phenomenon that there 
are representations over l that are not a direct sum of simple representations. 



100 III. Weyl groups 

Example: Consider the group W = 1/2I and let T -=I 1 be the involution gen­
erating the group. The reflection group W C GL2 (R) given by T = [-0 I ~ 1 ad­
mits two different (i.e., nonisomorphic) W -equivariant lattices. For, if we write 
£.., = lx EB Iy, then different actions of Ton £.., are given by 

T • X = -x and T' Y = y, 

and by 
T • X = Y and T' Y = x. 

When we pass to £.., 0z R = R2, both actions are equivalent, and each produces 
the above reflection group W C GL2 (JR). Thus they are integral forms of the same 
reflection group. But in the first case T is diagonalizable, whereas in the second it 
is not. So the second case is one of the extra complexities raised in the previous 
paragraph. It does not decompose as a direct sum. 

Notation: We recall notation associated with crystallographic root systems. For 
each x, y E IE, let 

( ) _ 2(x, y) 
x, y - ( ). x,x 

The fact that 
(a, (3) E I for all a, (3 E ~ 

is the special property possessed by crystallographic root systems. Property (A-I) 
of § 1-1 can be reformulated as asserting that the reflection So: is defined by 

So: • x = x - (a,x)a. 

We shall use the (x, y) notation throughout the treatment of Weyl groups and 
crystallographic root systems. 

9-2 The root lattice Q 

Let ~ C JE be an essential crystallographic root system. The next three sections 
are devoted to the construction of certain canonical W - (~-) equivariant lattices 
associated with ~. We define the root lattice of ~ as 

Q = Q(~) = alII-linear combinations in IE of the elements of ~. 

The root lattice satisfies the following properties: 

(i) Q = Ial EB ... EB Zat for any fundamental system { ai, ... , af} of ~. 
(ii) Q is W - (~-) equivariant. 

To justify these two facts, we let 
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First of all, £, is W - (.6.-) equivariant because {sap .. . ,saJ generate W(.6.) (see 
§4-l) and Saj . 0: j = 0: j - (O:i' 0: j) O:i, where (O:i' 0: j) E l. Secondly, as we observed 
in §3-6, every 0: E .6. is of the form 0: = <p . O:i for some <p E W(.6.) and some 
fundamental root O:i. Thus 0: E £'. It follows that Q c £', and so £, = Q. 

The fact that.6. c lE is essential is equivalent to asserting that Q 0z R = lE. The 
root lattice is not the only W - (.6.-) equivariant lattice £, C lE such that £, 0z R = 
lEo We shall continue to construct such lattices in the next two sections. 

9-3 Coroots and the co root lattice QV 

Let .6. = {o:} be an essential crystallographic root system. For each 0: E .6., we 
have the coroot 

v 20: 
0: = --. 

(0:,0:) 

Proposition A The coroots .6. v = {o: V} form a crystallographic root system. 

The first property of a root system 

(B-l) Given o:V E .6.v , then AO:v E .6. if and only if>. = ±1 

follows easily from the corresponding properties for .6. (we are merely altering 
each 0: by the scalar 2/(0:, 0:). The crystallographic property 

(B-3) (o:v, f3V) E l for all o:v, f3v E .6.v 

is also a straightforward translation of the crystallographic property for .6. because 
if we substitute o:V = 20:/(0:,0:) and f3v = 2{3/({3, (3), we obtain the identity 

So (o:v, (3V) = ({3,0:) E l. Lastly, we have the invariance property 

(B-2) Sav' f3v E .6.v for all o:v, f3v E AV. 

First of all, observe that Sa = SaV for all 0: E .6.. (The observation was made in 
§1-1 that Sa = Ska for all 0 #- k E JR.) Thus 

as reflection groups. To finish the proof of (B-2) it suffices to show: 

Lemma The coroots.6.v are permuted by W(.6.). 

Proof Given o:V E .6.v and <p E W(.6.), we have 

<p. (o:V) = <p. (~) = 2<p' 0: = 2<p . 0: = (<p . o:t. 
(0:,0:) (0:,0:) (<p . 0:, <p . 0:) • 

As an extension of the root properties of D. v, we also have: 

Proposition B For any fundamental system E = {al,"" ae} of A, EV = 
{o:r, ... ,o:n is a fundamental system of .6.V• 
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Proof We need to show that every aV E ~v can be expanded in terms of EV 
with every coefficient ~ 0, or every coefficient:::; O. This property holds for the 
expansion of each a E ~ in terms of E. Write 

The identities a V = 2a / (a, a) and ai = 2aj/ (aj, aj) then give 

v _ "" (aj, aj) \. V 

a - ~ ( ) I\,aj' 
j a,a 

So we have merely altered the coefficients Aj by positive multiples. • 
Example: Consider the root systems Bl and Cl. Let {EI> ... ,El} be an orthonor­
mal basis ofll~l. Then the Bl root system is given by 

So 

which is the Cl root system. Thus Bi = Cl. Conversely, q = Bl. 

For most crystallographic root systems, we have ~v = ~. An examination 
of the irreducible crystallographic root systems listed in §lO-S yields that ~v is 
distinct from ~ only in the cases ~ = Bl and ~ = C£, which were discussed 
above. 

Nevertheless, coroots are an important theoretical concept. Notably, the co­
roots of ~ determine the coroot lattice of ~ that plays an important part in the 
analysis of both the Weyl group and the affine Weyl group of~. Let ~ be a crys­
tallographic root system. We define the coroot lattice as: 

QV = the root lattice of the root system ~ v 

= all Z-linear combinations of the elements of ~v. 

It follows from the previous results of this section that: 

(i) QV = Zar $ ... $ Zai for any fundamental system {aI, ... , al} of ~; 
(ii) QV is W(~) = W(~V) equivariant. 

Also, ~ is essential implies Q11 18}z R = IE. 



9. Weyl groups 103 

9-4 Fundamental weights and the weight lattice P 

The weight lattice P is, by definition, the dual of the coroot lattice QV. Given a 
lattice £" C IE, where £" 0z III = IE, we define the dual lattice as 

£,,~ = {x E IE I (x,y) E .lforally E £"}. 

If £" = b l EB ... EB be, then £,,~ = .lYI EB··· EB .lye, where (Xi, Yj) = Sij. 
Let ~ C IE be an essential crystallographic root system. So Q 0z III = IE and 

QII 0z IR = IE, where Q and QII are the root and coroot lattices of ~. The weight 
lattice P of ~ is the dual lattice of QV. More directly, because of the identities 

we can define P by 

/ ,2(a,x) v 
,o,x/ = -(--) = (0 ,x), a,o 

P = {x E IE I (o,x; E .l for all a E ~}. 

Observe that the crystallographic condition for ~ forces 

Q cPo 

This inclusion is discussed further at the end of the section. 
Given the fundamental system ~ = { ai, ... , ac} of ~ and, hence, the 

fundamental system ~v = {or, ... , on of ~v, then the fundamental weights 
{WI, ... ,we} (with respect to ~) are defined by 

Since QV = Zo]' EB ... E9 ZOe' we have 

for the corresponding set of fundamental weights. Since the inner product (_,_) 
and the lattice QV are both invariant under W, it follows that P is mapped to itself 
by W. For, given x E P and cp E W, then, for any y E QV, we have (cp . x, y) = 
(x, cp-I . y) E .l. So cp . x E P. 

Examples: In the following examples we use the notation from §2-4. 

(a) Root System Ae We have ~ C IE, where { E I, E2, ..• , EC+ I} is an orthonormal 
basis of IR£+ I, and 

£+1 

IE = {L CiE I Ci E Ill, L ci = 0 } 
;=1 

~ = {Ej - Ej Ii =J j, 0:::; i,j:::; £}. 
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A fundamental system for ~ is 

So ~v = ~, ~v ~ and the fundamental weights (with respect to ~) are 
{WI.'" ,we}, where 

Observe that the coroots {Ei - Ei+l} and the elements {El + ... + Ei} are dual to 
each other, i.e., 

(Ei - Ei+I. El + ... + Ek) = 8ik, 

whereas the element E 1 + ... + Ee+ 1 pairs off trivially with all of the coroots. Linear 
combinations of these elements {Wk} are then chosen to satisfy the constraints of 
the subspace lE C R.i + 1• 

(b) Root System Be Let {E 1, ... , Ee} be a orthonormal basis of Re. Then the Be 
root system is given by 

~ = {±Ei ± Ej} II {±Ei}. 

As already observed in §9-2, the coroots 

form the Cl root system. Given a fundamental system 

of~, then 

So the fundamental weights (with respect to ~) are 

Wk = El + ... + Ek for 1 ~ k < e 
1 

Wi = 2"(El + ... + El). 

(c) Root Systems Ce This time we have 

with fundamental system 
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Hence, 

and the fundamental weights (with respect to ~) are 

Wk = fl + ... + fk for 1 ~ k ~ e. 

(d) Root System Dc If{ fll ... ,fe} is an orthonormal basis oflRc, then we have 

with fundamental system 

~ = {fl - f2,"" f£_1 - fe, f£_1 + fe}. 

We have ~v = ~ and ~v = ~. So the fundamental weights are 

Wk = fl + ... + fk for 1 ~ k ~ £. - 2 

1 
Wf-I = -(fl + ... + fC-I - Ef) 

2 
1 

Wc = -(EI + ... + Ee-l + Ee). 
2 

Remark: It was pointed out previously that we have an inclusion 0 c :P. We 
close this section by describing this inclusion in detail. Since both lattices have the 
same rank, 0 has finite index in :P. The Cartan matrix [(ai, aj)]lXl tells us how 
to expand {all' .. , ad in terms of {Wll ... ,wd. So det[ (aT, a j) 1 gives the index 
of 0 in :P, i.e., the order of the quotient group :P /0. A classification of irreducible 
crystallographic root systems is given in § 10-5. The following chart gives the index 
of 0 in :P for all these irreducible crystallographic root systems. 

With the exception of De, the quotient :P /0 is a cyclic group of the order given in 
the chart. In the case of De, the quotient :P /0 is 1/4I for £. odd and 1/2I x 1/2I 
for e even. 

9-5 Equivariant lattices 

Let W C D(lE) be a finite essential Euclidean reflection group. In this section, 
we explain how to determine all the distinct W -equivariant lattices £.., C lE such 
that £.., 0z IR = lEo We shall demonstrate that all these lattices arise out of crys­
tallographic root systems: there is a crystallographic root system ~ such that 
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W = W(A), and all possible W -equivariant lattices are given by the lattices 
Q ~ £. ~ P, where Q and P are the root and weight lattices of A, respectively. In 
particular, we note that Q ®z R = lE forces £. ®z R = lE. 

We begin by observing that all lattices Q ~ £. ~ P are automatically W­
equivariant. 

Lemma Given an essential crystallographic root system A with root lattice Q and 
weight lattice P, then every lattice Q ~ £. ~ P is W - (A-J equivariant. 

Proof It suffices to show that each element of W acts as the identity on P /Q. 
Moreover, since the group W is generated by reflections, we can reduce to looking 
at the reflections of W. Pick x E P. For any reflection Sa E W and any x E P, we 
have 

sa . X = X - (a, x)a. 

Since x E P, we know, by definition, that (a, x) E l. Thus (a, x)a E Q and 
Sa • X == x (mod Q). • 

We now prove the main result classifying crystallographic root systems. 

Proposition Let W C DOE) be a finite essential reflection group, and let £. be a W -
equivariant lattice, where £. ®z R = lE. Then there is an essential crystallographic 
root system A C £., where: 

(iJ W = W(A) 
(iiJ Q ~ £. ~ p, where P and Q are the weight and root lattices of A. 

Our argument is based on that of Farkas [1). First of all, we need to locate the 
set A C£.. For each reflection SEW, let £.5 C £. be defined by 

£.5 = {x I s·x= -x}. 

The only two choices for £.5 are £.5 = 0 or £.5 = l. We must have 

£.5 = l. 

It suffices to show £.5 #- o. Since s(s -1) = 1- s = -(s -1), we have Im(s -1) C 
{x Is· x = -x}; so it suffices to verify that Im(s - 1) #- o. Pick x E £. so that 
s·x #- x (the inclusion W C O(lE) implies that each element ofW acts nontrivially 
on lEo Since £. ®z R = lE, each element of W also acts nontrivially on £.). Then 
y = s·x-x#- o. 

Notice also, for future reference, that 

£.5 is a direct summand of £.. 

Equivalently, £. / £.5 is torsion free, i.e., if nx E £'5' then x E £.5 as well. 
Finally, we choose the set 

A = {±a5 Is E W is a reflection}, 

where ±a5 are the two generators of £.5 = l for the reflection sEW. 

Lemma A The collection A = {±a5 } is an essential crystallographic root system. 
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Proof We need to verify four properties. 

(B-1) Given a E il, then Aa E il if and only if A = ±1. 

This property follows from the construction of il. 

(B-2) il is invariant under W. 
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Pick a Eiland cp E W. We have a E £'S for some reflection sEW. Since s is 
a reflection, it follows from property (A-4) of§I-1 that cpScp-1 is also a reflection. 
Next, cp induces an isomorphism 

To establish this fact, observe that the isomorphism cp: £, ---- £, induces a map 
cp: £'S ---- £':ps<p-l. For given x E £'s, then cp . a satisfies (cpScp-1 )(cp . x) = -cp . x 
so that cp . x is an element of £':pS<p-l. Conversely, the isomorphism cp-I: £, ____ £, 

induces the inverse map cp-I: £'<pS<p-l ---- £'s, 
Finally, since a is a generator of £'s = Z, it follows that cp . a must be one of the 

generators of £'<pS<p-l. So cp . a E il. 

(B-3) il is crystallographic. 

Given a, (3 E il, then, by property (B-2), (3 - (a, (3) a = Sa • (3 E £'. Since (3 E £', 
we must have (a, (3)a E £'. Since a generates the direct summand £'s = Z of £', 
this is only possible if (a, (3) E Z. 

(B-4) il is essential. 

Since W C O(lE) is an essential reflection group, we know that any associated root 
system is essential. • 

Having constructed il, we want to show that: 

Lemma B Q ~ £, ~ P, where P and Q are the weight and root lattices of il. 

Proof Since il C £', we have Q ~ £'. As regards £, C P, we use an argument 
similar to that used above to prove property (B-3). Given a Eiland x E £" we 
want to show (a, x) E Z. £, being invariant under W implies 

x - (a, x)a = Sa • X E £'. 

By arguing as in the (B-3) case of the previous lemma, we can now show that is 
only possible if (a, (3) E Z. • 

This completes the proof of the above proposition. The only question left to 
deal with is the uniqueness of the root system il c £, chosen above. We shall 
do this in § 10-1. There we shall define what it means for two root systems to be 
isomorphic. Given a W -equivariant isomorphism cp: £, ~ £", then cp will turn 
out to induce an isomorphism il ~ il' of the root systems ,:1. c £, and,:1.' C £,' 

chosen as above. 
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Remark: We close this chapter with another observation regarding the definition 
of reducibility as given in §9-1. We defined a Weyl group W to be reducible if it 
can be decomposed W = WI X W2 as a reflection group. We now see that both 
WI and W2 in any such reflection group decomposition must be Weyl groups. 
This follows from the just-established fact that the Weyl group W C O(lE) has a 
crystallographic root system. As explained in Lemma 2-1, ifW = W(.6.), then 
there is an orthogonal decomposition.6. = .6.1 U .6.2 , where WI = W(.6.d and 
W2 = W(.6.2 ). If.6. is crystallographic, then .6.1 and .6.2 must be as well. Hence, 
WI and W2 are Weyl groups. 
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10 The Classification of crystallographic root systems 
In this chapter we classify crystallographic root systems. In view of the discussion 
in §9-S, we shall then have also achieved a classification of Weyl groups. As we 
have already mentioned in the introduction to Part III, the study ofWeyl groups 
and crystallographic root systems uses the results about reflection groups from 
Chapters 1 through 8. In particular, the classification of Weyl groups and crys­
tallographic root systems will turn out to be refinements of the classification of 
reflection groups obtained in Chapter 8. 

10-1 Isomorphism of root systems 

The purpose of this chapter is to classify essential crystallographic root systems 
up to an appropriately defined version of isomorphism. In this first section, we 
introduce and discuss the version of "isomorphism" to be used for root systems. 
In Chapter 9, we established a relationship between crystallographic root systems 
and Weyl groups. The definition of isomorphism for root systems is designed to be 
compatible, under this relation, with the already-defined concept of isomorphism 
for Weyl groups (see §9-l). We shall comment further on this connection at the 
end of the section. 

We continue to use the very convenient notation 

( (3) = 2(a, (3) 
a, () . a,a 

We recall, in particular, that we can rewrite our standard formula for the reflection 
Sa as 

sa· X = X - (a,x)a. 

Definition: Two root systems L\ c lE and L\ I C lE I are isomorphic if there exists 
a linear isomorphism f: lE ---+ IE', where 

(i) f(L\) = L\' ; 
(ii) (f(a), f((3)) = (a, (3) for all a, (3 E L\. 

Our definition of isomorphism for root systems is the one that has to be used 
if it is to fit into the discussion of §9-S. In particular, it is designed to enable us to 
reduce the classification of essential Weyl groups (up to isomorphism) to that of 
classifying essential crystallographic root systems (up to isomorphism). 

Condition (ii) of the definition has various reformulations. The rest of this 
section will establish and discuss these reformulations. 

Proposition Given essential root systems L\ c lE and L\' C lE' and a linear map 
f: lE ---+ lE I such that f (L\) = L\ I then the following are equivalent: 

(i) (f(a), f((3)) = (a, (3) for all a, (3 E L\. 

R. Kane, Reflection Groups and Invariant Theory
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(ii) For all a E bo, we have a commutative diagram: 

lE -L lE' 

(iii) f preserves the angles e between vectors and the ratio of lengths I:;:: for all ele­
ments a, (3 E bo. 

Proof We begin with the equivalence of (i) and (ii). Fix a E bo and consider the 
diagram in (ii). First of all, 

( *) the diagram commutes for all x E lE {:::::::} it commutes for all (3 E bo. 

This equivalence follows from the fact that bo spans lE. Secondly, 

(**) the diagram commutes for (3 E bo {:::::::} (f(a),f((3)) = (a, (3). 

This equivalence is based on the identities 

f(sa . (3) = f((3 - (a, (3)a) = f((3) - (a, (3) f(a) 

Sf(alf((3) = f((3) - (f(a), f((3))f(a). 

It follows from (*) and (**) that conditions (i) and (iii) are equivalent. 
Next, we consider the equivalence of (i) and (iii). The identity 

(a, (3) = Ilallll(311 cose 

gives rise to the identities 

(D-I) la (3) = 2(a,,8) =2~cose=2ll.itilcose \ , (a,a) Ilallliall lIall 
(D-2) (a, (3) ((3, a) = 4 cos2 e. 

It follows from (D-I) that condition (iii) implies condition (i). The fact that con­
dition (i) implies condition (iii) demands some argument. Suppose (f(a), f((3)) 
= (a, (3) for all a, (3 E bo. First of all, f preserves angles. Let e (respectively, e) be 
the angle between a and (3 (respectively, f(a) and f((3)). Property (D-2) implies 
that cos e = ± cos e. Property (D-l) then implies that cos e = cos e. Finally, since 
0::; e, 0::; 'Jr, cose = cosO implies () = O. 

Secondly, f preserves ratio of lengths. To prove this, use (D-l) and the above 
fact that cos e = cos e. • 
Remark: Condition (iii) of the above proposition is the key to classifying crystal­
lographic root systems. It demonstrates that isomorphisms of root systems reduce 
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to specific geometric (indeed, trigonometric) information about the root systems. 
This geometric information imposes significant restrictions on the possibilities for 
crystallographic root systems. The study of the angles between root vectors and 
the ratios of their lengths will play an important part in the classification argu­
ments of§1O-3, §1O-4 and §lO-S. 

It follows that we can reduce the classification of essential Weyl groups (up to 
isomorphism) to that of essential crystallographic root systems (up to isomor­
phism). As in Chapter 9 we shall approach Weyl groups in terms of equivariant 
lattices. 

First of all, it was demonstrated in §9-S that each crystallographic root system 
.6. gives rise to a number ofW - (.6.-) equivariant lattices Q c £, c P. It is easy to 
see that isomorphic root systems, where "isomorphism" is defined as above, must 
give rise to isomorphic collections of equivariant lattices. 

Conversely, it was demonstrated in §9-S that every Weyl group must arise from 
a crystallographic root system in the above fashion, and it is now also easy to see 
that isomorphic Weyl groups must arise from isomorphic root systems. Given a 
Weyl group W C DOE) with equivariant lattice £" we locate a crystallographic root 
system .6. c £, by choosing, for each reflection 5, the two generators ±as of the 
subspace Im(s - 1) = 1: and then letting .6. = {±as}. Suppose that £, and Care 
two equivariant lattices for the reflection group W C DOE), and that /: £, -t £" 
is a W -equivariant linear isomorphism. Given 5 E W, then the diagram 

commutes, where 5' denotes 5 when it acts on £". Since / is an isomorphism, it 
induces an isomorphism Im(s - 1) ~ Im(s' - 1). In particular, if 5 is a reflection 
and ±a are the generators ofIm(s - 1) = 1:, then 5' is a reflection and ±/(a) are 
the generators ofIm(s' - 1) = 1:. It is now easy to deduce that /(.6.) = .6.', and 
that property (b) of the above proposition holds. Consequently, / satisfies both 
properties required for a root system isomorphism. 

10-2 Cartan matrices 

We shall demonstrate in this section that, to determine the isomorphism class of 
an essential crystallographic root system, we can reduce to any of its fundamental 
systems. This reduction is carried out via the Cartan matrix. Let .6. be an essential 
crystallographic root system. 

Definition: The Cartan matrix of .6. is the f x f matrix [( ai, a j) II x £, where 
L = {all ... , at} is a fundamental system of .6.. 

The Cartan matrix requires the choice of a fundamental system L and an or­
dering of that system. There is an indeterminacy in the Cartan matrix arising from 
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the order imposed on E. Namely, it is only well defined up to column and row 
permutations. Such permutations arise from altering the order of the elements in 
E. We shall identify any two matrices related by such permutations. The Cartan 
matrix is then independent of the choice of E because any two choices of a funda­
mental system are linked via an element cp E W(~) and (cp. ai, cp. aj) = (ai, aj) 
for each 1 ~ i, j ~ i. The rest of this section will be devoted to proving: 

Theorem The Cartan matrix of ~ determines ~ up to isomorphism. 

To prove the proposition, suppose we are given root systems 

~ C lE and ~' C lE' 

with fundamental systems 

such that 
(ai, aj) = (a{, aj) for alII ~ i, j ~ i. 

We can define the obvious linear isomorphism f 

f:1E-lE ' 

f(ad = a{. 

To prove the proposition, we must show: 

(i) f(~) = ~/; 
(ii) (a, (3) = (f(a),f((3)) for all a, (3 E ~. 

The rest of this section is devoted to the proof of these two facts. Observe that we 
don't know whether f preserves inner products; otherwise (ii) would be trivial. 
First of all, we have 

(a) fSo.;/-1 = 50.' for 1 ~ i ~ i. 
I 

Because of linearity in the second factor, the identities (ai, a j) = (at, a j) for 
1 ~ i, j ~ l tell us that, for all xE lE, we have the identity 

(ai,x) = (a{,f(x)} for 1 ~ i ~ i. 

It follows that the diagram 

Sa; 1 lSa{ 

lE ~ lE' 

commutes for i = 1, ... ,i. (We use the fact that 50.; • X = X - (ai,x}ai.) 
We can extend (a) to the assertion 
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(b) The map rp f--+ frp f- I induces an isomorphism W(~) ~ W(~'). 

This follows from (a), and from the fact that {sa;} generates W(~) and {sa'} 
generates W(~'). ' 

We now turn to the proof of the conditions (i) and (ii). 

Proof of (i) First of all, f(~) c ~'. Choose a E ~. Using Proposition 3-6, 
choose aj E E and rp E W(~) such that 

rp. aj = a. 

Letrp' = frpf-I. By(b),rp' E W(~').Andwehave 

f(a) = f(rp· aj) = rp' . f(aj) = rp' . a[. 

Thus f(a) E ~'. 

Secondly, f maps ~ onto ~'. For pick a' E ~'. Using Proposition 3-6, choose 
a{ E E' and rp' E W(~') such that 

, , , 
rp . ai = a . 

Next, choose ai E E and rp E W(~), where 

f(ai) = a[ 

frpf-I = rp'. 

This last property can also be written frp = rp' f. If we let a = rp' ai, we must 
have 

f(a) = f(rp· aj) = rp' . f(ai) = rp' . a[ = a'. 

Proofof(ii) We begin by showing that, given a E ~,we have, in W(~'), the 
identity 

(*) fSaf- 1 = sf(a)' 

If we choose ai E E and rp E W(~) such that rp. aj = a, then, by property (A-4) 
of§I-I, we also have 

rpSairp-1 = Sa· 

Let rp' = frp f- I E W(~') and let a{ = f(ai). Then we have 

f f -I f -If-I 'f f-I '-I , '-I Sa = rpSai rp = rp Sai rp = rp Sa: rp = s'P'.a:· 

Notably, the second-to-last identity follows from part (a) above, whereas the last 
identity is property (A-4) of § 1-1. 

Identity ( *) now follows; for the sequence of identities appearing at the end of 
the proof of (i) imply that 

f(a) = rp'. a[. 

Given x E IE, if we apply the two sides of (*) to f(x), we obtain 

LHS = (fsarl)f(x) = f(x- (a,x)a) = f(x) - (a,x)f(a) 

RHS = sf(alf(x) = f(x) - (f(a), f(x» f(a). 

So (a,x) = (f(a),f(x») for all x E lE. 
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I (a, (3) I ((3, a) I ()a(3 I 110011 2/11(311 2 I 
0 0 1f/2 ? 
1 1 1f /3 1 
-1 -1 h/3 1 
1 2 1f/4 2 
-1 -2 31f/4 2 
1 3 1f/6 3 
-1 -3 51f/6 3 

Table 1: Relations for arbitrary roots 

10-3 Angles and ratios of lengths 

By the results of § 10-2, in order to classify essential crystallographic root systems 
up to isomorphism, we have to look at the integers (ai, aj), where {ai, ... ,ac} 
is a fundamental system of the root system. In § 10-1, we obtained the identity 

(D-l) 

where ()a,(3 is the angle between a and (3. So the integer (ai, aj) is actually deter­
mined by the possible angles between the vectors, as well as by the ratio of their 
lengths. 

We now set about studying angles and ratios of length. Before concentrating 
on fundamental roots, we first consider arbitrary root vectors a, (3 E b.. As in 
§ 10-1, we can use (D-l) to deduce the following identity 

(D-2) 

where ()a(3 is the angle between a and (3. Since (a, (3) E Z and ((3, a) E Z, we 
conclude from (D-2) that 

(00,(3)((3,00) = 0, 1,2,3,4 

are the only possibilities. 

Case (a, (3) ((3, a) = 4 This case is the degenerate case. By property (D-2), we 
must have cos ()a(3 = f 1. Thus by property (D-l), ()a(3 = 0 or 1f and a = f(3. 

Case (a, (3) ((3, a) = 0, 1,2,3 These are the cases where a i=- f(3. Table 1 lists all 
possibilities. We assume 110011 2: 11(311. Observe that it follows from property (D-l) 
that 1(00, (3)1 :S 1((3, (0)1. 

If we now assume that a and (3 are fundamental roots, then the possibilities for 
a and (3 are even further restricted. We have Table 2. 

For, as deduced in Lemma 3-3B, we must have (a, (3) :S 0 and ((3, a) :S 0 if 
a i=- (3 E L. Consequently, (a, (3) < 0 and ((3, a) < 0 as well. 
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0 0 1f /2 ? 
-1 -1 h/3 1 
-1 -2 31f /4 2 
-1 -3 51f/6 3 

Table 2: Relations for fundamental roots 

10-4 Coxeter graphs and Dynkin diagrams 

In order to determine .6. up to isomorphism, we have to study the integers 
{(o:, (3)}, where 0:, (3 E l:. In turn, identity CD-l) of §10-3 shows that it suf­
fices to study the angles {en 3} as well as the ratios {110:11 2 /11(311 2}. This turns out 
to be highly efficient because we can use a modification of the Coxeter graph to 
describe these data. This modification is called a Dynkin diagram. In the case 
of Coxeter graphs, we are working over IR and codifying structural information 
about reflection groups. In the case of Dynkin diagrams, we are working over l 
and codifying information about Weyl groups. 

(A) The Coxeter Graph As explained in §8-7, Coxeter graphs codify information 
about the angles en]. In preparation for the introduction of Dynkin diagrams, 
we shall alter the notation for Coxeter graphs, using extra edges between vertices, 
rather than labelling edges with integers. We assign a graph X to .6. by the rule 

Ci) l: = the vertices of X; 
Cii) Given 0: i:- (3 E l: we assign 0, 1,2 or 3 edges between 0: and (3 by the follow­

ing rule: 
00 e = 1f /2 
0-0 e = 21f/3 
0=0 e = 31f /4 
0=0 e = 51f /6 

This is equivalent to the Coxeter graph of.6. described in §8-7. To translate, replace 
0-0, 0=0, 0=0 by the labelled edges O~O, 010 and O§O. As before, the graph is 
connected if and only if .6. is irreducible. 

(B) The Dynkin Diagram We also want to keep track of the ratio 110:11/11(311 of 
root lengths. The following lemma suggests that this problem of keeping track of 
root lengths is relatively simple to handle. 

Lemma If.6. is irreducible, then at most two root lengths occur in .6.. 

Proof By Theorem 3-6, it suffices to prove that at most two root lengths occur in 
l:. Consider the Coxeter graph of .6.. If there is a single edge between two vertices 
0:, (3 E l:, then, by Table 2 at the end of § 10-3,0: and (3 have the same length. But, 
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by the classification result given in §8-1, we have, with one possible exception, 
either a single edge or no edge between any two vertices. Also, the Coxeter graph 
is connected. These facts restrict the root lengths as desired. • 

In the case where two root lengths occur, we call the roots short and long. We 
might note that all the root vectors of the same length lie in the same W(~) orbit. 
So ~ divides into, at most, two W(~) orbits. 

Given fundamental roots of different length, we can use arrows in the Coxeter 
diagram to clarify the relation between their lengths. Namely, in the case of a 
double or triple edge between two roots (= vertices), we add an arrow pointing 
towards the shorter root. So if Iiall > 11.811, we have 

or 

These arrows introduced into the Coxeter graph serve to distinguish the shorter 
and longer roots. A Coxeter graph with such arrows is called a Dynkin diagram. 

1 0-5 The classification of root systems 

We now have a program for classifying irreducible essential crystallographic root 
systems. 

(a) Draw up a list of possible Coxeter graphs for irreducible essential crystallo­
graphic root systems. This list is achieved by going through the classification 
result of §8-7 and picking out all Coxeter graphs where the edges are labelled 
by 3,4 or 6. This results in the elimination of H 3 , H4 and Gz(m) except for 
Gz = Gz(6). 

(b) For each Coxeter graph chosen in (a), determine all distinct ways offorming 
a Dynkin diagram, i.e., of introducing arrows into the Coxeter diagram. In 
only one case, that of the Bl graph, can we introduce arrows in two distinct 
ways. 

(c) Finally, show that all the possibilities obtained in (b) can be realized by crys­
tallographic root systems. 

Steps (a) and (b) lead to the following list of possibilities. 

Theorem A If ~ is an irreducible essential crystallographic root system, then its 
Dynkin diagram must be in Table 3. 

To complete step (c) of the classification program, we also have to show: 

Theorem B There exists a crystallographic root system having each of Ab Bb ... , 
h Gz as its Dynkin diagram. 

But this follows from our previous work. Root systems for all of At'> Bt'> ... , F4 , 

Gz except for Cl were given in §8-7. The root system Cl was defined in §2-2. The 
fact that each of these root systems is crystallographic can easily be verified. 
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(Ae) 0--0--0- - - --0--D--O (£ 2:: 1) 

(Be) 0--0--0- - -~ (£ 2:: 2) 

(Ce) 0--0--0- - -~ (£ 2:: 2) 

(Dc) o----o---v - -~ (£ 2:: 4) 

(E6 ) 

~ 
(E7 ) o----o----o-y-v 
(E8 ) 

Table 3: Dynkin diagrams of essential crystallographic root systems 
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11 Affine Weyl groups 
We can pass from the Weyl group of a crystallographic root system and form an 
infinite group that has more information about the root system, and yet still pos­
sesses a structure analogous to that of the Weyl group. Notably, it has a Coxeter 
group structure. This group is called the affine Weyl group. Affine Weyl groups 
have a number of uses. They will be used in Chapter 12 to analyze subroot systems 
of crystallographic root systems. They are even useful for understanding ordinary 
Weyl groups. This will be demonstrated in § 11-6. 

11-1 The affine Weyl group 

Let .6. be a crystallographic root system. For each a E .6., we have defined the 
hyperplane 

Ha: = {t E lE I (a, t) = o} 

and the associated reflection 

2(a,x) v 
sa:,x=x--(--)a=x-(a,x)a, 

a,a 

where a V is the coroot 
v 2a 

a =--. 
(a, a) 

We now generalize these concepts. For each k E Z and a E .6., we can define the 
hyperplane 

Ha:,k = {t E lE I (a,t) = k} 

and the reflection Sa:,k in the hyperplane Ha:,k 

Observe that the case k = 0 gives the hyperplane Ha: and its associated reflection 
Sa: as discussed above. By introducing these extra reflections, the ordinary Weyl 
group can be extended to the affine Weyl group. We define the affine Weyl group 
by 

Definition: Waff(.6.) = the group generated by {s I a E .6., k E Z}. 

As we shall see in §11-3, Waff = Waff(.6.) is a Coxeter group. In the remainder 
of this section, we establish that Waff has a semidirect product decomposition in 
terms of the Weyl group Wand the coroot lattice QV. (The co root lattice was 
defined and discussed in §9-2. Here we shall be interpreting it as translations 
on lE.) 

Proposition Waff = QV )<I W. 

R. Kane, Reflection Groups and Invariant Theory
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Proof We need to show: 

(i) Wand QV are subgroups ofWaff; 
(ii) Waff = QVW; 
(iii) QV n W = {o}; 
(iv) QV is normal. 

119 

(i): We have already shown that W C Waff. Regarding QV, any dElE defines a 
translation 

T(d): lE ----; lE 

T(d)(x) = x + d. 

Moreover, T(d)T(d') = T(d + d'). Thus QV gives a group of translations on lEo We 
have the identity 

(check the effect of RHS on Ha,k and on 0). Thus for all a E ~ and k E l, 
T(kaV) = Sa.kS;;l E Waff. In particular, {T(an, ... ,T(a(')} C Waff. So QV C 
Waff. 

(ii): This follows from the above identity (*). 
(iii): Any nonzero element of QV is an element of infinite order while W is a 

finite group. 
(iv): For any dE QV and any cp E W, we have the identity 

cpT(d)cp-l = T(cp . d). • 
The rest of this chapter will be devoted to demonstrating that Waff satisfies a 

number of properties analogous to those holding for finite Euclidean reflection 
groups. We shall show that Waff has a Coxeter group structure that is a natural ex­
tension of the Coxeter group structure ofW obtained in Chapter 6. In the process, 
we shall also show that there are precise analogues of previous structure theorems 
concerning the action of W on root systems and Weyl chambers. 

11-2 The highest root 

Let ~ C lE be an irreducible crystallographic root system and ~ = {aI, ... , af} 
a fundamental system of~. In this section, we shall explain how to choose the 
highest root ao of ~ with respect to ~. Highest refers to a partial order we can 
define on lEo Let 

Q = Zal + ... + Zae 

be the root lattice as defined in §9-2. Choose Q+ C Q by the rule 
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We can use Q+ to define a partial order, as follows. 

Definition: Given x, y E IE, then x > y if x =I- y and x - y E Q+. 

The highest root ao is characterized by the property that ao ~ a for all a E ~. 
We want to show that, for each choice of a fundamental system 'E, such a root 
exists and is unique. As a preliminary to showing that such an ao exists, we first 
show: 

Lemma Given a, (3 E ~ where a =I- (3, then 

(iJ (a, (3) > 0 forces a - (3 E ~; 
(iiJ (a, (3) < 0 forces a + (3 E ~. 

Proof We provide a detailed proof of (i). First of all, (a, (3) > 0 implies (0:, (3) > 
o. By Table 4 in §1O-3, it then follows that either (a, (3) = 1 or ((3, a) = l. If 
((3, a) = 1, then 

a - (3 = a - ((3, a) (3 = s(3 • a E ~. 

If (a, (3) = 1, then 

(3 - a = (3 - (a, (3)a = Sa • (3 E ~. 

But then 0: - (3 = -(,B - a) E ~ as well. (ii) is established by a similar argument . 

• 
We now prove 

Theorem There exists a unique ao E ~ such that ao ~ a for all a E ~. 

Proof The elements of ~ form a partially ordered set with respect to "S;". We 
shall show that any two elements of ~ that are maximal are identical. Let ao E ~ 
be such a maximal element. It has two important properties. 

(a) (ao, ai) ~ 0 for 1 S; i S; e. Moreover, (0:0, ad > 0 for some i. 
(b) If we write ao = L hiai, then hi > 0 for all i. 

Proof of (a) The fact that (aD, ai) ~ 0 for all i follows from part (ii) of the above 
lemma, and the maximality of aD. Moreover, since (ao, ao) =I- 0, and since ao can 
be expanded in terms of {ai, ... , ae}, it follows that (aD, ai) =I- 0 for some i. The 
first sentence of the proof then forces the stronger result that (ao, ai) > O. 

Proof of (b) We begin by observing that the maximality of aD forces 
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For, given a E .6.+ and (3 E .6.-, we always have a > (3. Hence, elements of .6.­
cannot be maximal elements. So we know that ao = 2: hiai, where hi 2: 0 for all 
i. Now decompose ~ = ~l U ~2' where 

~l = {ai I hi> o} 

E2 = {ai I hi = a}. 

We shall show that E2 i= 0 produces a contradiction. Given a E El and (3 E E2, 
we always have (a, (3) s 0 (see Lemma A of §3-3). Moreover, for some choice of 
a and (3, we have (a, (3) < O. (Otherwise, the elements of El and E2 would be 
orthogonal to each other and .6. would not be an irreducible root system.) For 
this choice of (3, we have (ao, (3) < o. By our previous lemma, we then have 
ao + (3 E .6., which contradicts the maximality of ao with respect to s. 

Now, suppose that ao and a~ are elements of .6. that are both maximal in .6. 
with respect to the ordering s. We want to show ao = a~. By property (a) for ao 
and property (b) for a~, we have 

(ao, a~) > o. 

It now follows from part (i) of the previous lemma that either ao = a~ or 
ao - a~ E .6.. To apply the lemma we need only observe that ao i= a~ actually 
implies the stronger fact that ao i= ±a~. The point is that both ao and a~ E .6.+. 
For, as observed above, elements of .6. - cannot be maximal elements. 

We can eliminate ao - a~ E .6.. Otherwise, we must have either ao - a~ E .6.+ 
or a~ - ao E .6.+. But then either ao > a~ or a~ > ao, contradicting the 
maximality of either a~ or ao, respectively. • 

A description of the highest root ao for the various irreducible crystallographic 
root systems is provided in Table 4. The table consists of the Dynkin diagrams 
from §lO-S with some added information. Namely, we assign an integer to each 
vertex. These integers are the coefficients of the corresponding fundamental roots 
{all ... , ad in the expansion ao = 2: hiai. 

Remark: The number h(ao) = (2: hi) + 1 is called the Coxeter number of W. 
The Coxeter number also appears in Chapter 29, where it is defined as the order 
of any "Coxeter element" of W. However, we shall not show the equivalence of 
these two definitions. 

We close this section by showing that highest roots satisfy another maximal 
property. 

Proposition Ilaoll 2: Iiall for all a E .6.. 

Proof It suffices to show that (ao, ao) 2: (a, a). Let 

eo = {t E lE I (ai, t) 2: 0 for i = 1, ... , f} 

= {t E lE I (a,t) 2: Of ora E Q+} 
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1 1 1 1 1 1 
(Ai) 0----0----0- - - --0--0--0 (£ ~ 1) 

1 2 2 2 2 2 
(Bl) 0-----0------0- - -~ (£ ~ 2) 

2 2 2 2 2 1 
(Gl) 0----0----0- - -~ (£ ~ 2) 

~-- f---l< 1 
(Dl) (£ ~ 4) 

1 232 1 1 
(E6 ) 

~ 
1 2 3 4 3 2 

(E8 ) 

~ 
2 3 4 5 6 4 2 

(E8 ) 

2 3 4 2 
(F4 ) o-----c¢:o-----

2 3 
(Gz) C$EO 

Table 4: Coefficients of highest roots 

be the closure of the fundamental chamber (see §5-2). By fact (a) in the proof of 
the above theorem, we have 

ao E eo. 

Since (cp . a, cp • a) = (a, a) for all cp E W, we can replace a by cp . a for any 
cp E W. Since eo is a fundamental domain for the action of W on E, we can 
therefore assume 

a E eo. 

Since ao - a E Q+, we have 

(ao - a,t) ~ 0 forallt E eo. 

In particular, applying this inequality to t = ao and t = a, we obtain 

(ao, ao) ~ (ao, a) ~ (a, a). • 

Remark: As observed in § 10-4, there are actually only two root lengths in any 
irreducible crystallographic root systems. The proposition implies that a highest 
root is always a long root. 
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11-3 Affine Weyl groups as Coxeter groups 

The next two sections are devoted to justifying that affine Weyl groups are Coxeter 
groups. In this section, we state the main result. The next section is concerned 
with details. 

Let b. c lE be a crystallographic root system. Let W = W(b.) and Waff = 
Waff(b.) be, respectively, the Weyl group and the affine Weyl group of b.. In or­
der to prove that Waff is a Coxeter group, it suffices to deal with the case of an 
irreducible root system. For if 

b. = b.1 II· . ·II b.k 

is an orthogonal decomposition, then 

W(b.) = W(b. I ) x ... x W(b. k ) 

Waff(b.) = Waff(b.Jl X ... X Waff(b.k ). 

So we assume that b. is irreducible as well. 
Let I; = {ai, ... , a£} be a fundamental system of b., and let ao be the highest 

root with respect to {ai, ... , a£}. The Coxeter generators of Waff will correspond 
to these roots. For each of the roots {a I, •.. , a£}, choose 

Si = 5",;,0, the reflection with respect to the hyperplane Ha; = Ha"o. 

For ao, choose 

So = Lao,l, the reflection with respect to the hyperplane H-ao,l. 

For any 0 ::; i, j ::; e, let 
mij = the order of SiSj' 

Theorem Waff(b.) = (50,51, ... ,5£ I (SiSj)m,j = 1). 

The description of Waff(b.) given in the theorem is independent of the choice 
of the fundamental system I; = {al"'" ae} because W(b.) acts transitively on 
the set offundamental systems of b.. If I; and I;' are linked by 'P E W(b.), then 
the inner automorphism 'P-'P- I : Waff(b.) -+ Waff(b.) provides an isomorphism 
between the two Coxeter descriptions ofWaff(b.) provided by I; and I;'. 

The Coxeter description of Waff(b.) is an extension of that for W(b.) and is 
obtained by adjoining the extra reflection So. A similar pattern occurs when we 
turn to Coxeter graphs. The Coxeter system of each affine Weyl group Waff(b.) can 
be represented by a Coxeter graph, and this Coxeter graph is closely related to the 
Coxeter graph of the Weyl group W(b.) as given in Chapter 6. In the irreducible 
case, we simply take the Coxeter graph of W(b.) with vertices {sJ, ... ,S£}, add 
an extra node corresponding to the extra reflection So, and determine the integers 
labelling the edges running from So to 51, ... , Sf by calculating the order of SOSi for 
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(Ad (i~l) 

(Be) ~--~ (f ~ 2) 

(Ce) 
4 4 

(f ~ 2) 0-=-0-0- - - -{)----O--Q 

(De) ?---cr--~ (f ~ 4) 

(E6 ) 

Table 5: Affine Coxeter graphs 
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i = 1, ... , e. The Coxeter graphs of the affine Weyl groups for the root systems 
Ai, Bt, ... , G2 are displayed in Table 5. 
We have indicated by "0" the node corresponding to the reflection SilO = LIlO,I' 

The proof of the above theorem is analogous to the proofs given in Chapters 4 
and 6 demonstrating that finite reflection groups are Coxeter groups. We replace 
root systems by affine root systems and proceed as in Chapters 4 and 6. Using 
the action of Waff on the affine root system, we show that Waff is generated by 
{so, ... ,st}. Thus there is a concept oflength in Waff with respect to {so, . .. ,st} 
and, again using the action ofWaff on the affine root system, we show that length 
satisfies the Matsumoto exchange condition. Granted this condition, we prove the 
Coxeter property for Waff as in §6-2. 

The next two sections are devoted to the discussion of affine root systems and 
"alcoves': as well as further details about the proof of the theorem above. In clos­
ing, we might mention one more fact about the Coxeter structure ofWaff. 

Remark: The finite Coxeter systems were characterized in Chapter 7 as those 
for which the associated bilinear form (see §7 -1) is positive definite. The affine 
Coxeter systems can be characterized as those for which the associated bilinear 
form is positive degenerate (i.e., (3(x, x) 2: 0 for all x, but (3(x, x) = 0 for some 
x i= 0). 

11-4 Affine root systems 

Affine Weyl groups have root systems associated with them. Throughout this sec­
tion, we let ~ c IE be an irreducible crystallographic root system. The affine root 
system associated with ~ is the set 

~aff = ~ x l. 

We can think of Waff(~) as the reflection groups associated with ~aff because 
we can associate hyperplanes, and hence reflections, to affine roots. Each A = 
(a, k) E ~aff can be regarded as an affine function on lE 

Given A = (a, k), then 

A: IE -d~ 

A(X) = (a,x) + k. 

HIl,-k = Ker A. 

So we could designate HIl,-k and Sll,-k by H)" and S)", respectively. 
There is an action of Waff on ~aff compatible with this correspondence. We 

want the action to satisfy the identities 

<jJS),,<jJ-I = 54>')" 

<jJ·H),,=H4>'),,' 
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Given 

we have 

So we must define 

¢S{3,k¢-1 = Ss".{3,k+(s".{3,d) 

¢ . H{3,k = H S"'{3,k+(s"'{3,d). 

In particular, Sa . ({3, k) = (sa' (3, k). 

III. Weyl groups 

(a) Fundamental Systems Given a fundamental system 1': = {ail' .. ,ad C ~, 
there is an associated fundamental system of ~aff. Let 

1':aff = {(ail 0), ... , (af, 0), (-ao, 1)}, 

where ao is the highest root of ~ with respect to 1':. We can decompose 

where 

~aff = ~~ff II ~;;ff, 

~:-rr = {(a, n) I n ~ lor n = 0 and a E ~ +} 

~;ff= {(a,n) In:::; -lorn = Oanda E ~-}. 

All the elements of ~:-rr can be expanded in terms of 1':aff with nonnegative coef­
ficients, whereas the elements of ~;ff can be expanded in terms of 1':aff with non­
positive coefficients. (Hint: the coefficient of (-ao, 1) in the expansion of (a, n) 
is n.) 

The Dynkin diagram of ~ can be extended to a larger diagram that represents 
~aff. Table 6 gives the affine Dynkin diagram for all the irreducible crystallo­
graphic root systems. These affine diagrams will play an important role in Chap­
ter 12. 

(b) Height Analogously to §3-6, we can define the height of (a, n) with respect 
to 1':aff. Height in ~ (with respect to 1':) and height in ~aff (with respect to 1':aff) 
are related by 

h(a, n) = h(a) + n[h(ao) + 1). 

In the rest of this section, we prove an analogue of the result on height obtained 
in §3-6. This is the one case where arguments in the affine case are substantially 
different from those in the finite case. Let {so, ... ,Sf} be the reflections defined in 
§1l-3. (Observe that they are the reflections associated to the elements of 1':aff.) 

Proposition A Let Wo C Waff be the subgroup generated by {so, ... , Sf}. Given 
>. E ~~ff> where >. ~ 1':aff' then, for some 'P E Wo, we have: 
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(Ae) (C ~ 1) 

(Be) ~--~ (C ~ 2) 

(Cd ~--~ (C ~ 2) 

(Dc) ?-v--~ (C ~ 4) 

(E6 ) 

~ 
(E7 ) 

(Es) 

(F4) ~ 

(G2 ) @-----C$Eo 

Table 6: Affine Dynkin diagrams 
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(i) ep' A E ~;tP 
(ii) h(ep· A) < h(A). 

Proof We have W CWo. If A = (a,O), where a E ~+, then, by Lemma 3-6, 
we can choose ep E W such that ep. a E ~+ and h(ep· a) ~ h(a). If A = (a, k), 
where a E ~ and k > 0, we shall show that there exists ep E Wo such that 
ep . A = ((3, k - 1) for some (3 E ~ +. First of all, 

(ao, ep . a) =1= 0 for some ep E W, 

because the W orbit of a generates a W stable subspace V ~ lE. The orthogonal 
complement of V is given by 

V..L = {x E lE I (x, y) = 0 for all y E V}. 

It is also a W -stable subspace of IE. In order to prove (*), it suffices to show 

This reduction follows from the irreducibility of~. For, given any (3 E ~, we 
have (3 E V or (3 E V..L. (Otherwise, the components of (3 in V and in V..L would 
give independent elements on which s{3 is multiplication by -1.) Consequently, 
we have a partition 

b. = b./IJ b.", 

where both b.' C V and ~ II C V..L are root systems. Since a E ~ I, we know that 
b.' =1= <p. It follows that b." = <p. Otherwise, we contradict the irreducibility of 
b.. So b. = b.' C V. In particular, ao E V. 

Choose ep as in (*). By Proposition 11-2, Ilaoll 2: lIep·all. By the chart in §1O-3, 
we have (ao, ep' a) = ±1. We can assume 

(ao, cp . a) = 1. 

(If necessary, replace ep . a by (scp.aep) . a = -ep . a.) In view of identity (*) in 
§11-1, and the fact that sao = Lao' we can write 

If we use the action of Waff on b.aff defined at the beginning of this section, we 
now have 

Soep' (a, k) = So' (ep . a, k) = T( -a~)sao . (ep . a, k) 

= (saoep . a, k - (saoep . a, a~)) = (saoep . a, k - l). 
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For the last equality, we use the fact that 

(sooip . a, a~) = (a~, sooip . a) = (ao, sooip . a) 

= (soo . ao, ip . a) = (-ao, ip . a) 

= -(ao, ip' a) = -1. 
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Lastly, by Corollary 3-6, every element of A is in the W orbit of a fundamental 
root. So if (sooip) . a E A -, we can find 4> E W such that (4)sooip) . a E A +. • 

The importance of this proposition is that it enables us to duplicate the argu­
ments of§4-I, and to prove that Waffis generated by the reflections {so, 51>' •• ,st}. 

(c) Length As in §4-2, we can define length in Waffwith respectto {so, Sl>"" st} 
and show that length can be characterized by: 

Proposition B .e( ip) = the number of positive roots converted by ip into negative 
roots. 

As a spinoff of these arguments, we also obtain the Matsumoto exchange prop­
erty: 

Proposition C Given ip = Ski ••• Sk., if.e( ip) < n then there exists 1 ::; i < j < n 
such that 

Granted this property, we can then prove the Coxeter property for Waff, as in 
§6-2. 

11-5 Alcoves 

An alcove is a connected component of lE - [UoE.6. ... Ho,d. The following picture 
kEZ 

gives the alcove system of the root system A2 • 

As this picture illustrates, the division into alcoves is a refinement of the division 
into chambers. Given a fundamental system r; = {a 1, ... , at} and its corre­
sponding highest root ao, we can define the fundamental alcove 

Ao = {t E lE I 0 < (t,a) < 1 for all a E A+} 

= {t E lE I (t, ai) > 0 for i = 1, ... ,.e and (t, ao) < I}. 
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The hyperplanes {Haho, ... , Hae,O, H-ao,l} are called the walls of Ao. 
Observe that Theorem 11-3 asserts that Waff is a Coxeter group with the gen­

erators being the reflections in the walls of Ao. This is analogous to the Coxeter 
description of the Weyl group W = W(~) given in Remark 1 of§6-1. In that case, 
we used the reflections in the walls {Hal' ... , Hae} of the fundamental chamber 
Co. We can duplicate, for alcoves, the study ofWeyl chambers done in Chapter 4. 
Now Waff permutes the hyperplanes {Ha,d and, hence, the alcoves. As we ob­
served at the end of§11-4, Waff is generated by {so, Sl>"" Si}. As in §4-2, we can 
define length in Waff with respect to {so, SI> ••• , st} and show that length can be 
characterized by: 

Proposition A £(rp) = the number o/hyperplanes from {Ha,k} separating Ao and 
rp . Ao. 

As in §4-6, we can also show that: 

Proposition B Waff acts freely and transitively on the alcoves. 

In closing, we note one further affine analogue of the results in Chapter 4. The 
following fact will be important in §12-4. Consider 

Ao = {t E lE I 0::; (t,a)::; 1 for all a E ~+} 

= {t E lE I (t,ai):?: Ofori = I, ... ,t'and(t,ao)::; I} 

the closure of Ao. By an argument analogous to that in §4-6, we can establish that 

lE = U rp' A o, 
<pEW,1f 

i.e., every Waff orbit in lE contains an element of Ao. 
By arguments analogous to those in §5-2, this assertion can be even further 

strengthened. For every subset I C {O, I, ... , t'}, we can define the parabolic 
subgroup 

Waff,I C Waff 

and show that every isotropy subgroup of Waff is isomorphic to such a subgroup. 
In particular, if we decompose 

where AI is defined in a manner analogous to CI in §5-2, then the isotropy group 
of each element of AI is Waff,I. This leads to a decomposition 

which is a strengthening of (*). 
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11-6 The order of Weyl groups 

Let ~ C IE be an irreducible essential crystallographic root system. Let W = 
W(~) and Waff = Waff(~) be its associated Weyl group and affine Weyl group, 
respectively. In this section, we demonstrate how to use Waff to derive a formula 
for [W [ that involves only data from the root system ~. For more details on the ar­
guments of this section, consult Bott [1] and Iwahori -Matsumoto [1]. Recall from 
§ 11-2 that, given a fundamental system ~ = {ai, ... , ac}, we have a uniquely de­
termined highest root aD (with respect to ~) with an expansion 

where the coefficients are the same for each choice of~. Let Q c P be the root 
lattice and weight lattice, respectively, of ~. The integer 

was determined for irreducible crystallographic root systems in §9-S. The formula 
to be proved is: 

Theorem (Weyl) [WI = (£!)(11 hj)c. 

The proof of the theorem will involve the affine Weyl group and its action on 
IE. Recall that Waff = QV ><I W, where W is the Weyl group and QV C IE is the 
coroot lattice interpreted as translations on IE. Every element ofWaff has a unique 
expression ¢ = T(d)i.p, where i.p E Wand T(d) is the translation induced by 
dE QV. The action ofWaff on IE is given for ¢ = T(d)i.p E Waff by 

¢ . x = i.p . x + d. 

The affine Weyl group Waff = Waff(~) = QV ><I W can be expanded to a slightly 
larger group Waff by replacing the coroot lattice QV with the coweight lattice pv. 
This is the first mention of the coweight lattice. It is the dual (see §9-4) of the root 
lattice Q and can be written 

PV = lwr EB··· EB lwe, 

where {wr, ... ,wi} are the fundamental coweights, i.e., the duals of the funda­
mental roots {ai, ... ,ac} 

The inclusion Q c P dualizes to give an inclusion QV C pv. We then define the 
extended affine Weyl group 

There is a normal inclusion Waff<J Waff and the action ofWaff on IE, as given above, 
extends to an action ofWaff on IE. 

The alcoves of IE were introduced in §11-5. The action ofWaff on IE induces an 
action on the alcoves, and we shall use this action to prove the theorem. The action 
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of Waff C Waff on the alcoves was already discussed in § 11-5. It was observed that 
Waff C Waff acts simply and transitively on the alcoves oflE. 

We can define a complement (in Waff) to Waff. Let 

Ao = {t EEl 0 < (t, a) < 1 for all a E ~ +} 

= {t EEl (t, ai) > 0 for i = 1, ... , land (t, ao) < I} 

be the fundamental alcove and let 

o = {'-P E Waff I '-P . Ao = Ao}. 

We can then decompose Waff as a semidirect product Waff = Waff ~ O. 
The Weyl formula IWI = (ll)(I1 hi)c clearly follows from the next three lem­

mas. The first lemma is a straightforward consequence of the above discussion. 

LemmaA c = 101. 

Proof We have the sequence of identities 

• 
The proofs of the next two lemmas are more involved. Both lemmas involve 

the cube 

~ = {E CjWr I 0 ::; Cj ::; 1 for i = 1, .. . ,.e} 
i 

= {t E IE I 0 ::; (ai, t) ::; 1 for i = 1, ... , .e}. 

Since'S is bounded by hyperplanes, it follows that each alcove is either inside'S, 
or disjoint from it. We shall count the number of alcoves inside'S in two differ­
ent ways. The following two lemmas, when combined with Lemma A, obviously 
produce the desired Weyl formula. 

Lemma B The number of alcoves in 'S = (l!)(I1 hi). 

Lemma C The number of alcoves in 'S = IWI/IOI. 

Proof ofLemma B We shall use a two-stage argument to verify that (£!)(I1 hi) = 
the number of alcoves in'S. The two stages correspond to the factors I1 hi and ll, 
respectively. 

(a) The Cube 'So A smaller cube 'So C 'S is obtained by replacing the vertices 
{wi', ... ,we} by {(l/hdwr, ... , (l/ht)we}. In other words, 
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'S consists of TI hi copies of 'So. Moreover, each alcove in 'S lies in one of these 
copies of 'So, and each copy contains the same number of alcoves. So Lemma B 
will be established if we can show: 

(b) The number of alcoves in 'So = £! (i) We begin with a general decomposition 
result. Let I = the unit interval [0, 1]. So In = I X ... X I (n copies) is the n cube. 
We can decompose In into n! identical copies of the n-simplex, where the different 
copies have disjoint interiors, i.e., the most that they have in common is their 
faces. We establish this fact by the following inductive argument. 

We have a very useful decomposition for simplices. If the points { fO, f I, ... , f q} 

are in general position, then they determine a copy of a q simplex with these points 
as vertices. Namely, let 

[Eo, ... , fq ] = {Lxifi I LXi = I}. 
i i 

If we call this copy b.q, then the product b.q X I naturally decomposes into q + 1 
copies of the (q + 1) -simplex. To locate these copies, let 

Ao = (fO, 0), Al = (fl, 0), ... ,Aq = (fq, 0) 

Bo = (fO, 1), BI = (fl, 1), ... ,Bq = (fq, 1). 

The various copies of the (q + 1) -simplex in b.q x I are given by the simplices 

We note that the decomposition of b.q x I, and thus of rn, is not unique. The 
ordering of the vertices { fO, f I, ... , f q} affects the decomposition produced. 

Now, write In = rn- I X I and suppose that In-I has been decomposed into 
(n - I)! copies of the (n -1)-simplex. By taking each copy, b.n-l> of the (n - 1)­
simplices in In-I and applying the above decomposition to b.n- I x I, we then 
produce a decomposition of rn into n! copies of the n-simplex. We can always 
arrange the orderings at each stage of the inductive argument (i.e., for the decom­
positions of b.q x I) so that one of the n-simplices appearing in the decomposition 
of rn is [eo, el, ... ,en], where 

eo = (0, ... ,0) 

ei = (0, ... ,0, 1,0, ... ,0) with 1 lying in the i-th position {I ::; i ::; n}. 

(ii) Next, we identify 'So with If and apply the decomposition result 
above to 'So. The canonical £ simplex just described can be identified with 
the closure Ao of the fundamental alcove Ao because it will have vertices 
{O, (1/ hdwr, ... , (1/ he )wf}. So SSo is a union oU! copies of Ao, i.e., the union of 
£! closures of alcoves. 
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Proof of Lemma C Since Waff C Waff acts transitively on the alcoves, it follows 
that each alcove in <;.5 is of the form ¢ . Ao for some ¢ E Waff. The lemma follows 
from two facts. 

(i) Given a fixed alcove A, then Inl = #{ ¢ E Waff such that ¢ . Ao = Ao}; 
(ii) IWI = #{ ¢ E Waff such that ¢ . Ao E <;.5}. 

Proof of (i) We know that Waff acts transitively on the alcoves. Consequently, 
there is an element of Waff mapping Ao onto each alcove. Moreover, any two ele­
ments of Waff mapping Ao onto a given alcove differ by an element of n because, 
if ¢. Ao = '!fl. Ao, then ¢. '!fI-1 En. 

Proof of (ii) Each ¢ E Waff can be written uniquely in the form ¢ = T(d)"" 
where dE !pv and", E W. We shall show that each", E W appears once and only 
once among the {¢ = T(d)",} that map Ao to <;.5. This dearly suffices to establish 
(ii). We want to show that, given", E W, there exists one and only one d E pv 
such that T(d)", maps Ao to <;.5. 

We shall work backwards. Pick ¢ = T(d)", E Waff and suppose that ¢ . t E <;.5, 
where t E Ao. The relation t E Ao can be reformulated as 

(*) O«aj,t)<lfora>O and -1«aj,t)<Ofora<O. 

Also the relation ¢ . t E <;.5 is equivalent to asserting that 

O~(aj,¢·t)~1 fori=I, ... ,.e. 
The inequalities of(*) and the identity (",. t, aj) = (t, ",-I. ad imply that 

0< ('" . t, aj) < 1 if ",-I . aj > 0 

-1 < (ip' t,a;) < 0 ifip-I. aj < O. 

Since ¢ . t = '" . t + d, the inequalities of (**) can be rewritten 

(** )' o ~ (a;, '" . t) + (aj, d) ~ 1 for i = 1, ... , e. 

Since Q and !pv are dual lattices, we have (aj, d) E l. Moreover, the exact values 
of (aj, d) are forced by (*)' and (**)'. Namely, if ",-I . aj > 0, then (aj, d) = 0 
while, if ",-I . aj < 0, then (aj, d) = 1. Thus d is uniquely determined by",. • 
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12 Subroot systems 
In this chapter we explain, and justify, an algorithm for determining the closed 
subroot systems of a given crystallographic root system. The arguments of this 
chapter provide a nice illustration of the effectiveness of passing from the ordinary 
Weyl group to the affine Weyl group when studying root systems. 

12-1 The Borel-de Siebenthal theorem 

Given a root system, a natural question is to ask for all subroot systems. Borel 
and de Siebenthal [1] answered a more limited version of this question in the case 
of crystallographic root systems. Their results are concerned with closed subroot 
systems. 

Definition: A subroot system 1:::.' c I:::. is closed if, for any a, (3 E 1:::.', a + (3 E I:::. 
implies a + (3 E 1:::.'. (In other words, a + (3 E 1:::.' whenever a + (3 is a root.) 

The concern with closed subroot systems arises out of Lie theory. If we con­
vert crystallographic root systems I:::. into semisimple Lie algebras L(I:::.) as in Ap­
pendix D, then asserting that 1:::.' c I:::. is closed is equivalent to asserting that 
L(I:::.') C L(I:::.) is a sub-Lie algebra. So determining the closed subroot systems 
of a crystallographic root system amounts to determining the semisimple sub-Lie 
algebras of a semisimple Lie algebra. 

The question of determining closed subroot systems is a matter of some deli­
cacy. Consider, for example, the root system B2• 

(3 a+(3 2a + (3 

_--~---~) a 

The short roots {=Fa, =F(a + (3)} form a subroot system Al x Al C B2• The 
long roots {=F(3, =F(2a + (3)} also form a subroot system Al x Al C B2• But the 
"short version" of Al x Al is not closed, whereas the "long version" is closed. So 
the property of a subroot system being closed depends not only on its type (e.g. 
Al x AI), but also on the precise manner in which the subroot system sits inside 
the ambient root system. We note that, as in the above example, the long roots of 
a root system always form a closed sub root system. 

The action of W on I:::. permutes the closed sub root system of 1:::.. Two sets 
5, 5' C lE are said to be W -equivalent if there exists r.p E W such that r.p. 5 = 5'. We 
shall consider closed root systems of I:::. classified up to W equivalence. The closed 
subroot systems of I:::. form a partially ordered set. The Borel-de Siebenthal result 
is concerned with the maximal closed subroot systems of irreducible root systems. 
As we shall see, all the closed subroot systems of an arbitrary crystallographic root 
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system can be determined once we have a recipe for determining the maximal 
ones. 

Theorem (Borel-de Siebenthal) Let ~ be an irreducible crystallographic root sys­
tem. Let { ai, ... , ae} be a fundamental system. Let aD be the highest root of ~ with 
respect to {all' .. ,ae}. Expand 

l 

aD = Lhiai. 
i=l 

Then the maximal closed subroot systems of ~ (up to W equivalence) are those with 
fundamental systems 

(i) {all a2,"" ai,"" ae} where hi = 1; 
(ii) {-aD, al,"" ai,.··, ae} where hi = P (prime). 

(We use" 1\" to denote elimination.) This theorem provides a simple algorithm 
for calculating the maximal closed subroot systems. For each irreducible crystal­
lographic root system {Ae, ... , G2}, take its Affine Dynkin Diagram as given in 
§ 11-4. The set of nodes of is { -aD, ai, ... , al}. The table below gives the affine 
Dynkin Diagrams with an integer assigned to each vertex {ai, ... , al}, namely, 

its coefficient in the expansion aD = 2:f=1 hiai. The table is a modification of 
the information given in §11-2 and § 11-4. A table of the coefficients in the expan­

sion aD = 2:1=1 hiai for the various root systems was given in Table 4 of §1l-2. 
The Affine Dynkin Diagram with nodes { -aD, ai, ... , al} was given in Table 6 
of § 11-4. Table 7 below combines this information. 

We have indicated by "(9" the node corresponding to the extra root -aD. The 
Borel-de Siebenthal theorem tells us how to obtain, for each irreducible crystallo­
graphic root system, the Dynkin diagram of each maximal closed subroot systems. 

(i) When hi = 1 delete the nodes -aD and ai. 
(ii) When hi = P (a prime) delete the node ai. 

By combining the information with the table in §lO-S, it is easy to see that, in the 
case of irreducible crystallographic root systems of rank £, we obtain the following 
list of maximal closed root systems. 

I ~ I Ranke-l I Rank£ 

Ae Ai X AC-i-l (0 < i :::; £ - 1) 

Bc Bl-I Db Bi X DC-i (1 :::; i :::; £ - 2) 
Ce AC-l C j x Ce-i (1 < i < £ - 1) 
De Ai-I> Dl- I Di X Dl- I (2 < i < £ - 2) 
E6 Ds Al X As, A2 X A2 X A2 
E7 E6 Al X D6,A7,A2 X As 

Es 
Ds, Al X E7, As, 
Az X E6,A4 X A4 

F4 Al X C3,B4,A2 X Az 
G2 Al X AI>A2 
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1 1 
(Ac) (C ;::: 1) 

~2 221 
--~ 

1 2 2 2 2 1 
~--~ 

(C ;::: 2) 

(C ;::: 2) 

(Dc) 1>---&--~1 
23 2 ~1 

(C ;::: 4) 

1~ 
2 343 2 

2 3 4 564 2 

(F4 ) ~ 
(Gz) ~ 

Table 7: Affine Dynkin diagrams 

If a root system is decomposable, say ~ = ~lil ~z, then it is easy to see that 
any closed subroot system of ~ is of the form ~' = ~{il ~~, where ~{ C ~l 
and ~~ c Doz are closed subroot systems. So we can apply the above theorem to 
decomposable root systems. Namely, if ~ = ~l il· . ·il ~n where ~l' .•. , Don 
are irreducible root systems, then a maximal closed subroot system of ~ is of the 
form 

where, for some 1 ::; k ::; n, 

(i) ~: = ~i if i f k; 

Do' = ~{ II .. ·II ~~ 

(ii) ~~ is a maximal root system of ~b and is one of the cases given in the previ­
ous chart. 

We can apply the Borel-de Siebenthal theorem recursively (using downward 
induction on I~I) and obtain all possible closed subroot systems of a given ~. 
We note, however, that such a list only answers the question of existence of closed 
subroot systems. We are still left with the problem of determining (up to W equiv­
alence) the exact number of distinct closed sub root systems of a given type. For 
example, for each root a E ~, we have the closed root system Al = {±a}. But 
any two short roots, and any two long roots, determine equivalent copies of AI. 
So there are, at most, two nonequivalent copies of AI. 
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12-2 The subroot system ~(t) 

Given a crystallographic root system ~ C IE then, for each t E lE, we can define 
the subset 

~(t) c ~ 

~(t) = {a E ~ I (a,t) E Z}. 

These subsets are the key to proving the Borel-de Siebenthal theorem. The rest of 
the chapter will be devoted to the study of the sets ~(t). We shall show that they 
are closed sub root systems, and that they include every maximal closed subroot 
system. We then prove the Borel-de Siebenthal theorem by determining the possi­
bilities for ~ (t). We close this section by proving the first of these assertions about 
~(t). 

Proposition For each t E lE, ~ (t) is a closed subroot system. 

Proof First of all, ~(t) is a root system satisfying the axioms (B-l) and (B-2) 
from §2-1. Obviously, a E ~(t) implies -a E ~(t). So (B-l) is satisfied. Regard­
ing the invariance property (B-2), pick a, (3 E ~(t). Then Sa • (3 = ,8 - (a, (3)a, 
where (a, (3) E Z. So (sa' (3, t) E Z. Secondly, the property of ~(t) being closed 
is obvious. • 

12-3 Maximal subroot systems 

In this section, we show that any maximal closed sub root system of a crystallo­
graphic root system ~ C lE is of the form ~(t) for some t E lE. This result is 
based on the fact that we can distinguish between closed root systems by using 
their associated root lattices. Given sub root systems ~ I C ~" of ~, then we 
have an inclusion QI C Q" between their root lattices. It is quite possible to have 
Q' = Q" even if ~' i= ~". Consider the example Al x Al C B2 discussed in 
§12-1. When we take the long root copy of Al x Al (i.e., the closed copy), then 
its root lattice is distinct from that of B2• However, when we take the short root 
copy (i.e., the non closed copy), then its root lattice is the same as that of B2• This 
example exhibits a general fact characteristic of closed subroot systems. 

Proposition Let ~' C ~" be subroot systems of~. Let QI C Q" be their associ­
ated root lattices. If ~' is closed, then ~' = ~" if and only ifQ' = Q". 

Proof Suppose Q' = Q". To show ~' = ~" we must show ~" c ~ I. Pick 
a E L::!". Since L::!" C Q" = QI, we can expand 

where 0 i= .\ E rand {ai, ... , am} is a linearly independent set from ~ '. 
Replace aj by -aj, if necessary, to ensure Ai 2: O. We now prove, by induction on 
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l:::l Ai, that any element from fj." possessing such an expansion belongs to fj.'. 
Ifl:::1 A; = 1 then a = ai for some ai E fj.'. Now, consider general a E fj." 

having an expansion such as (*). It suffices to prove 

There exists 1 ::; i ::; m such that a - ai E fj.'. 

For then, by induction, a - ai E fj.' and so a = (a - ai) + ai E fj.'. To 
prove (**) observe, first of all, that (a, ai) > 0 for some i. Otherwise (a, a) = 
l:::l Ai(a, ai) ::; 0 and so a = 0, a contradiction. Secondly, apply Lemma 11-2 . 

• 
We can use the proposition to show that any maximal closed sub root system is 

of the form fj.(t) for some t E IE. For, suppose we have a proper closed subroot 
system. 

fj.' ~ fj.. 

We want to show that there exists fj.(t) so that 

fj.' c fj.(t) ~ fj.. 

Since fj.' ~ fj., we know, by the proposition, that their root lattices satisfy 

Q' ~ Q. 

Ifwe take the dual lattices (see §11-4), we have 

Pick t E (Q').1, where t rt. Q.1. These properties tell us that fj.' c fj.(t) ~ fj.. 

12-4 Characterizations of the root systems fj.(t) 

We next describe the possibilities for the root systems fj.(t) C fj.. This is not 
quite a classification of such root systems because there are possible redundancies 
in the list we obtain. In §12-S we shall further examine the list and eliminate 
redundancies in the case of the maximal root systems. 

When we study the root systems fj.(t), we can reduce to the case t E Ao, the 
closure of the fundamental alcove because we have already pointed out in § 11-5 
that every Waff orbit in IE contains an element from Ao. So to reduce to t E Ao, it 
suffices to show that the equivalence class of fj.(t) only depends on the Waff orbit 
oft. 

Lemma Given x, y E IE, if x = '{J • y for some '{J E Waff, then fj.(x) = ¢. fj.(y) for 
some ¢ E Waff. 

Proof We can write Waf[ = QV ~ w. So we can reduce to 'P E W or 'P E QV. We 
consider the two cases separately. 
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(i) 'P E W: The relation (a,x) = (a,'P'Y) = ('P-I·a,y)tellsusthat'P-I. 
L\(x) = L\(y). So the root systems are equivalent. 

(ii) 'P E QV: Then 'P is translation by d E QV and x = 'P . Y = Y + d. Since 
L\ c Q c P and QV = p.l, we know that (a, d) E l for all a E L\. Thus 
L\(y + d) = L\(y). • 

The possibilities for L\(t) when t E Ao are linked to the decomposition 
Ao = U AI mentioned in § 11-5, where I runs through the proper subsets of 
{O, 1, ... ,£'}. Here tEAl means that t satisfies: 

{ 

( ao, t) = 1 if 0 E I 

(ao,t) < 1 if 0 ~ I 

(ai, t) = 0 if 1 :::; i :::; £' and i E I 

(ai,t) > 0 if 1 :::; i:::; £'andi ~ I. 

Choose a fundamental system { ai, ... , ae} for L\. Let 

ao = -ao, the negative of the highest root 

ai = ai for 1 :::; i :::; £. 

Proposition If t E AI> then L\(t) is the root system with fundamental system 
{Ci;}iEI. 

Proof First of all, the roots {ai};El belong to L\(t) because the first two state­
ments of (*) tell us that ai(t) E Z for i E I. Secondly, the set {ai}iEI is lin­
early independent, since {ai> ... , ae} is linearly independent and all the coeffi-

cients in the expansion ao = 2:1=1 hiai are nonzero. Thus no proper subset of 
{ -ao, ai, ... , ae} is linearly dependent. Thirdly, it remains to show that every 
a E L\(t) can be expanded in terms of {ai};EI with all nonnegative or all nonpos­
itive coefficients. Pick a E L\(t). Since t E Ao, we must have 0 :::; (a, t) :::; 1. So 
the only possibilities are (a, t) = 0, 1. 

(i) (a, t) = 0: Suppose a E L\ +. Write a = 2:i=1 Aiai, where A; ~ O. Then 
the equation 

R 

0= (a, t) = L Ai(ai, t) 
i=1 

and the last two assertions of (*) tell us that Ai = 0 if i ~ I. Thus a can be 
expanded in terms of {a;}iEI with nonnegative coefficients. Indeed, ao is not 
even needed. The argument for a E L\ - is similar. 

(ii) (a, t) = 1: Suppose a E L\ +. Write a = ao + (a - ao). Now ao ~ a tells 
us that 

a - aD E L\-. 

Since (ai, t) ~ 0 for 1 :::; i :::; £', it also tells us that (ao, t) > (a, t) = 1. But 
t E Ao forces (ao, t) :::; I, so we have 

(ao, t) = 1 
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or, equivalently, 
(a - ao,t) = O. 

By applying the argument in (i), we know that a - ao can be expanded in 
terms of {aihEI with nonpositive coefficients. We also know that 0 E I (i.e., 
(ao, t) = l). So a = ao + (a - ao) = -ao + (a - ao) can be expanded in terms of 
{aihEI with nonpositive coefficients. The argument for a E L\ - is similar. • 

12-5 Maximal root systems 

We now prove the Borel-de Siebenthal theorem. By §12-2, if we want to deter­
mine the maximal closed subroot systems of L\, then it suffices to look at the root 
systems L\(t). By §12-3, we can even assume thatt E Ao. These root systems were 
described in §12-4. They are generated by proper subsets of {-ao, all"" ae}. 
We now examine the various possibilities. In each case, we use L\' to denote the 
root system generated by the chosen roots and "1\" to denote elimination. 

(1) Case{aO,al, ... ,ai, ... ,ae} 
(a) i = 0: Obviously, L\' = L\. 
(b) i > 0 and hi = 1: Again L\' = L\. By Proposition 12-3, it suffices to show 

that the root lattices agree, i.e., Q' = Q. In Q/Q' the equations 

ao = al = ... = ai = ... = at = 0 

can be rewritten 
al = a2 = ... = ai = ... = at = 0 

(i.e., replace ao = 0 byai = 0). So Q/Q' = O. 
(c) i > 0 and hi = P prime: this time the root system is maximal because its 

root lattice Q' C Q satisfies Q/Q' = Z/pZ. So it is not possible to find a lattice 
Q' ~.c ~ Q. 

(d) i > 0 and hi = ab, where a, b > 1: the root system is not maximal. Pick 
x E Ao such that L\' = L\(x). Let y = ax. We claim that 

L\(x) ~ L\(y) ~ L\. 

The inclusions L\(x) C L\(y) c L\ are obvious. The inequality L\(y) =f:. L\ follows 
from the fact that 

ai tt. L\(y). 

To prove this result, observe that {ao, ai, ... , ai, ... , at} C L\(x) where x E Ao 

forces the equations 

(ao,x) = 1 

(aj,x)=O j=f:i. 
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From these we deduce that (h j aj , x) = 1, and hence that 

ab(aj,x) = 1. 

So (aj, y) = a(aj, x) = a{l/ab) = lib rt l, which concludes the proof of(*). 
By repeated applications of (**) from the proof of Proposition 12-3, we can 

find a E Ll where the coefficient of aj in the expansion a = 2::=1 A ja j is b, i.e., 
Aj =b. 

a E Ll(y) and art Ll(x). 

For, by arguing as above, we obtain the equalities 

(a,x) = (baj,x) = b(aj,x) = b{l/ab) = l/a 

(a,y) = (baj,ax) = ab(aj,x) = ab{l/ab) = 1. 

(II) Case {ao, ar, ... , aj, ... , aj,'''' at} 
(a) hj = hj = 1: these root systems are maximal. First of all, Ll' ::/= Ll because 

rank Ll' :::; e - 1 < e = rank Ll. Moreover, by the first paragraph of this section, 
the only way to obtain a larger closed root system would be to add aj or a j to Ll'. 
However, by the argument in case (I), the resulting root system would be all of Ll. 

On the other hand, the root systems obtained by deleting aj and a j are not all 
distinct. There are redundancies. We can reduce to the case 

i = o. 

For, suppose Ll' = Ll(x), where x E Ao. The decomposition Ao = I1 AI gives 
Ao, a simplex structure. Now x lies on the edge 

ao = 1, a1 = ... = tlj = ... = tlj = ... = at = 0, 

with the vertices 

ao = 1, al = ... = aj = ... = aeO 

ao = 1, a1 = ... = aj = ... = at = 0 

as endpoints. Denote these vertices by y and z. As observed above, Ll(y) = 
Ll(z) = Ll. In particular, =fy E Q.l. So we can translate x by -y without af­
fecting Ll(x). After translating, x lies on an edge emanating from the origin. We 
can also apply an element of W to move the edge into Co, the closure of the fun­
damental chamber and, hence, into Ao. We now have reduced to i = 0, since the 
origin is one of the endpoints of the edge. 

(b) hj > 1 or hj > 1: Assume hj > 1. If we add aj to Ll', we obtain a larger 
closed root system. Moreover, by the argument in case (1), this larger root system 
is not all of Ll. So Ll' cannot be maximal. 
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(III) Case where we delete more than 2 roots from {ao, ... , a£} We can assume 
that at least three roots have been deleted. So if we add one root, we obtain a bigger 
closed root system. Such a root system is contained in the root system analyzed 
in case (II). In particular, such root systems are proper. So our extension of t::.' is 
also proper. Thus t::.' is not maximal. 



IV Pseudo-reflection groups 

The next thirteen chapters deal with invariant theory and its extensions. The first 
two of these chapters, 14 and 15, begin that discussion by introducing and dis­
cussing pseudo-reflection groups. As we shall see, pseudo-reflection groups arise 
naturally during the discussion of invariant theory. Pseudo-reflection groups are 
generalizations of Euclidean reflection groups and provide a more natural context 
than Euclidean reflection groups in which to do invariant theory. This will first be 
clearly demonstrated in Chapter 18. Much of the remainder of the book is devoted 
to the relation between invariant theory and pseudo-reflection groups. 

In Chapter 14, pseudo-reflections are introduced. In Chapter 15, the classi­
fications obtained for pseudo-reflection groups are discussed. In particular, the 
Shephard-Todd classification of complex pseudo-reflection groups is outlined. 

153 
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13 Formal identities 
Let ~ C IE be a crystallographic root system, and let Q be the root lattice of ~. 
Most of this chapter will be devoted to producing certain formal identities in the 
group ring of Q. The main result of this chapter will be an identity in the polyno­
mial ring l[t] that provides a nontrivial relation between length in W = W(~) 
and height in ~. Such an identity is of interest in its own right. However, the main 
motivation for such a formula is invariant theory. Its importance in invariant the­
orywill be demonstrated in §27-2, when it is used to calculate the degrees ofWeyl 
groups. The results of this chapter were first proved in MacDonald [2]. 

13-1 The MacDonald identity 

Let ~ C IE be a crystallographic root system. Let Q C lE be the root lattice of ~ 
(see §9-2). We define the group ring l[Q] as follows. 

Definition: l[Q] is the free l module with basis {ff I x E Q} and multiplication 
determined by ffeY = ff+Y. 

This is the usual group ring of Q. We have, however, used "exponentiation" in 
order to write Q as a multiplicative group. The action ofW = W(~) on Q induces 
an action on l[Q] by the rule 

<p' f! = e<P·x. 

Lastly, we note that 1:[0] is an integral domain. To see this, observe, first of all, 
that we can totally order the elements of Q. Choose a fundamental system E = 
{ ai, ... , ae} of ~. Thus Q = lal EB ... EB la€> i.e., every x E Q can be expanded 
x = CI a 1 + ... + Ceae. We totally order the elements of Q by means of the first 
difference in the coefficients CI, ••• , Ceo The order on Q imposes an order on the 
basis elements {ff I x E Q}. Given a ¥- 0, (3 ¥- 0 in l [Q], write 

a = af! + lower terms (a ¥- 0) 

(3 = beY + lower terms (b ¥- 0). 

Then a(3 = abff+Y + lower terms, in particular a(3 ¥- O. 
Most of the chapter is devoted to proving a formal identity in f'[t], where f' = 

the field of fractions of l[Q]. Given a fundamental system E c ~, we have the 
associated partition ~ = ~ + 11 ~ - of ~ into positive and negative roots. We can 
also define the length, €(<p), of each element ofW = W(~) with respectto E. The 
following (amazing) identity then holds in IF [t]. 

Theorem (MacDonald) L:<PEW te(<p) = L:<PEW [TIa>o I;-:.:~:~~a]. 

We note that this identity is independent of the choice of the fundamental sys­
tem E C ~. This reduces to the fact that any two fundamental systems are related 
by an element ofW(~). In particular, the polynomial L:<PEW te(<p) is independent 
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of the choice of E. The point is that the length of any particular element in W 
may vary according to the fundamental system chosen, but the total number of 
elements of a given length in W is independent of such a choice because any two 
fundamental systems E, E' c ~ are related by an element c.p E W, i.e., c.p. E = E '. 
And c.p conjugates elements of a given length with respect to E into elements of the 
same length with respect to E'. 

The fundamental system E C ~ can also be used to define height, h(a:), for 
each a: E ~. By "specializing" the MacDonald identity, we can obtain a polyno­
mial identity in l[t] that relates height in ~ to length in W(~). 

'"' i(cp) - I1 th(o)+l_l Corollary L."cpEW t - 0>0 th(O)_1 • 

Again, even though both length and height depend on the choice of the fun­
damental system of ~, the identity is actually independent of such a choice. We 
note that the crystallographic condition is needed in the identity to ensure that 
h(a:) E l for all a:. 

We have an imbedding Q c IE, where lE is the Euclidean space containing ~. 
We can repeat the above discussion of l[Q] only with Q replaced by lE. We then 
obtain the larger group ring l[Q] C l[lE]. In proving the Macdonald identity, it 
will be convenient to replace IF with the field of fractions ofl[lE]. So until the end 
of§13-5, we shall work with lE rather than Q, and with l[lE] rather than l[Q]. 

13-2 The element P 

This section is, in essence, a footnote to the discussion in Chapter 4 of the action of 
Euclidean reflection groups on their associated root systems and chamber systems. 
In this chapter, we are only considering crystallographic root systems ~ c lEo 
However, the discussion in this section actually holds even without the crystallo­
graphic condition. Let E c D. be a fundamental system, and let D. = D. + 11 D. -
be the associated decomposition of ~ into positive and negative roots. Let 

For any subset K C ~ +, let 

PK =P- La:· 
oEK 

It is very useful to keep in mind that PK can also be written 

PK = ~ L ±a where a: has coefficient {+ 1 if a E ~ + - K 
2 -1 if a: E K. 0>0 

Observe that P = Pt/>. Let W = W(~). 

LemmaA W permutes the elements {PK}' 
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Proof We have already observed that we form a given PK by choosing, for each 
a E ~ +, either a or -a, and then taking one half of the sum. In other words, we 
choose, for each reflecting hyperplane, one of the two orthogonal root vectors, and 
then take one half of the sum. Since W (~) permutes the reflecting hyperplane, it 
also permutes sets of orthogonal root vectors chosen as above. Consequently, it 
permutes sums such as above. • 

Each PK either lies on a reflecting hyperplane, or in a chamber. We now study 
those PK which lie in chambers. The fundamental system I; = {aJ,"" ad de­
termines the fundamental chamber 

eo = {x E lE I (ai,X) > Ofori = 1, ... ,fl. 
Lemma B eo contains a unique PK, namely p. 

Proof First of all, we have 

It suffices to show that, for each ai in I;, we have (ai, p) > O. We have the standard 
reflection formula 

2(ai, p) 
Sai • P = P - ( ) ai· 

ai,ai 

ButSai permutes ~ + -{ai}, whilesaiai = -ai (see Lemma4-3A). Consequently, 

Sai . P = P - ai· 

Thus 2(ai, p)/(ai, a;) = 1 and (ai, p) > O. 
Secondly, we have 

PK E eo only if PK = p. 

For, write PK = P - x, where x = ~aEK a. We have 

( 2ai ) 2(ai,x) o < P - x, --- = 1 - ---. 
(ai, ai) (ai, ai) 

The first inequality follows from the fact that P - x E eo. The second equality was 
established above. Since x is a sum of roots, we also have 

2(ai,x) 71 
--ElL.. 
(ai, ai) 

So (ai,x) :S 0 for each i. Since x is a sum of positive roots, we can write x = 
~ Aiai, where Ai :::: O. But then 

(x, x) = I: Ai(ai,x) :S O. 
i 

Thus (x, x) = 0 and x = O. • 
By the results of §4-6, we know that each chamber e is of the form 'P . eo for a 

unique'P E W. It thus follows from Lemma B that: 

Lemma C Each chamber e = 'P . eo contains a unique PK, namely'P . p. 
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Let €( <p) denote the length of <p E W with respect to I;. As was shown in §4-3, 
€( <p) can be characterized as the number of positive roots transformed by <p into 
negative roots. We record, for future use, 

Lemma D IfK = {,B\, ... , ,Bd are the positive roots transformed by <p into negative 
roots, then <p . P = PK. 

Lemma E If PK = <p . p, then det( <p) = (_1)f('P) = (_1)IKI. 

Proof Regarding the first identity, if €(<p) = k, then <p = sal·· ·sak' where 
{s.:l:P ... ,saJ are reflections. Since det(sa,) = -1, we have det( <p) = (_1)k. 
The second identity follows from Lemma D. • 

13-3 The element W 

In §13-2, we defined the element P and, more generally, the element PK for each 
subset K C b. +. In this section we consider the elements 

W = L det(<p)e'P°P 
'PEW 

WK = L det(<p)e'P°PK 
'PEW 

in l[IEJ. First of all, many of the W K are trivial. 

Lemma A W K = 0 if PK does not lie in a chamber. 

Proof If PK does not lie in a chamber, then it must lie in a reflection hyperplane 
Ha. So Sa . PK = PK, where Sa is the reflection associated to Ha. Thus 

WK = L det(<p)e'P°PK = L det(<p)e'PSoOPK 
'PEW 'PEW 

= det(sa) L det(<psa)e'PS"OPK 
'PEW 

= det(sa,} L det( <p )e'P°PK (reindexing) 
'PEW 

We are left to consider WK where PK belongs to a chamber. By §13-2, each 
chamber contains a unique PK and PK = <p . P for a unique <p E W. The following 
lemma, therefore, describes the nonzero WK. 

LemmaB If PK = <p. P, then WK = det(<p)W. 
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Proof 

WK = L det(¢)e"'OPK 
'PEW 

= L det(¢'P-1)e",O'P-1oPK (reindexing) 

'PEW 

= det('P- 1) L det(¢)e"'OP (PK = 'P ° p) 
'PEW 

= det('P)wo 

13-4 The Weyl identity 

III. Weyl groups 

• 

Let P and W be defined as before. In this section, we produce an identity in .l[lE] 
asserting that W can be expanded as a product. As in the previous sections, we 
continue to assume that E C ~ is a fundamental system and ~ = ~ + U ~ - is 
the associated decomposition of A into positive and negative roots. 

Theorem (Weyl) W = eP TI",>o(1- e-"'). 

We are only proving the Weyl identity as a step in the proof of the MacDonald 
identity, to be established in the next section. However, the Weyl identity is of 
interest in its own right. It arises in the representation theory of Lie algebras, and 
is usually called the Weyl Denominator formula. 

We now set about proving the Weyl identity. To simplify notation, we let 

Wo = eP II (1 - e-"'). 
",>0 

So we want to show W = Wo. First of all, we want to show that both wand W 0 are 
skew. An element x E .l[JE] is skew if'P . x = det( 'P)x for all 'P E W. 

Lemma W is skew. 

Proof Given 'P E W, we have the identities 

'P. W = 'P. (L det(¢)e"'op) = L det(¢)e'P°"'OP 
'PEW 'PEW 

= det('P- 1) L det('P· ¢)e'P-4>-P 
'PEW 

= det('P) L det(¢)e"'OP (reindexing) 
'PEW 

= det('P)w. 

Lemma B W 0 is skew. 

• 
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Proof Since W is generated by reflections, we can reduce to c.p = sj3, a reflection. 
We want to show that sj3 • Wo = - WOo Since sj3 = Lj3, we can assume f3 E A +. 

Recall that sj3 permutes A + - {f3h while sj3 • f3 = -f3. Thus 

We now have 

Sj3 . Wo = e'B·P II (1 - e-swa ) 

a>O 

= -eP II (1- e-a ) = -WOo 
a>O 

If x is skew, then det(¢)¢(x) = x (since det(¢) = ±l). Thus 

x = I~I L det(c.p)c.p· x. 
'PEW 

In particular, by the above lemmas, we have 

(i) W = I~I E'PEW det(c.p)c.p· W; 
(ii) wo = I~I E'PEW det(c.p)c.p· WOo 

• 

We shall prove that w = w 0 by showing that the RHS of the above equalities 
agree. The reason for passing to these more complicated expressions is to enable 
us to take advantage of the results from §13-3. 

Let PK be defined as in §13-2. We can expand 

(iii) 

Wo = eP II (I - e-a ) 

a>O 

= eP L (_I)IKl e-!L;aEK a ] 

Kef.+ 

= L (_1) IK1 e"K. 
Kef.+ 
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We now apply (i), (ii) and (iii), and the results of § 13-2 and § 13-3. We have 

Wo = L (_l)IKlwK (by (ii) and (iii)) 

Kef:'! 

1 
= IWI L det(rp)rp(w) (by Lemmas 13-2C, 13-3A, 13-3B) 

'PEW 

= W (by(i)). 

13-5 The proof of the MacDonald identity 

In this section, we prove Theorem 13-1. We shall continue to work in the field of 
fractions of1.[lEl. The proof is analogous to, but more complicated than, the proof 
of the Weyl identity in § 13-4. We expand the RHS of the MacDonald identity and, 
by making some key substitutions, convert it into the LHS. As in § 13-4, we shall 
use the fact that W = W 0 is skew. Notably, the fact that W 0 is skew gives the identity 

(We use the identity rp' Wo = det(rp)wo and the Weyl identity from §13-4.) Sub­
stituting this equation into the RHS of the MacDonald identity, we obtain 

1 = - L (-t)IKI WK (by Lemma 13-2B) 
Wo 

Ket:.+ 

1 
= ~ L det(rp)tf('P)rp' W (by §13-3 and Lemma 13-2B) 

o 'PEW 

= ~ L det(rp)2 t f('P)W (w is skew) 
o 'PEW 

= L tf('P) (w = Wo and det(rp) = ±l). 
'PEW 

13-6 The proof of polynomial identity 

In this section, we "specialize" the MacDonald identity and obtain the polynomial 
identity of Corollary 13-1. We shall prove the polynomial identity by substituting 
into the MacDonald identity. Let Q C lE be the root lattice of~. In proving the 
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MacDonald identity, we worked over the fraction field of l[lE). But an exami­
nation of the terms in the identity shows that the identity actually holds in IF [t), 
where IF is the fraction field ofl[Q) c l[lE). Moreover, if we eliminate denomi­
nators by multiplying both sides of the identity by I1 a>O (1 - e-'P·a ), then we can 

'PEW 
consider the identity as holding in I[Q). We have an algebra homomorphism 

determined by 
cI>(ea ) = t-h(a) 

for each 0; E ~. If we apply this homomorphism to the MacDonald identity, we 
obtain 

Most of the summands in the RHS of this equation disappear. We claim that 

1 - th('P. a )+ 1 

II h() = 0 if ip # 1. 1 - t 'P· a 
a>O 

Fix ip # 1. To prove (**), it suffices to find 0; E ~ + such that h( ip . 0;) = -1. 
Since ip # 1, we know that C(ip) > O. By §4-3 we know that 

C( ip) = the number of positive roots converted by ip into negative roots. 

Suppose that I!( cp) = k, and that cp = 5", ... 5", is a reduced expression in terms of 
the fundamental reflections {s" 10; E ~}. Theorem 4-3B tells us that the positive 
roots converted by ip into negative roots are 

Consider (3 = (sak ... 5",) . 0;1· Then ip . (3 = -0;1· So h( ip . (3) = -1. 
Finally, observe that the polynomial identity follows from (*) and (**). 
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14 Pseudo-reflections 
Reflections and reflection groups in Euclidean space have important generaliza­
tions. In this chapter, we discuss pseudo-reflections. This chapter, as well as the 
next, is preliminary to the study of invariant theory, since it is invariant theory 
that motivates the introduction of pseudo-reflections. Most of our discussion of 
invariant theory naturally takes place in the context of pseudo-reflection groups. 
However, it will take several chapters before we are able to demonstrate this point. 

14-1 (Generalized) reflections 

The generalization of Euclidean reflections to pseudo-reflections will take place in 
two stages. In this section, we extend the term "reflection" from Euclidean space 
to arbitrary vector spaces. Historically, this was the first generalization considered 
of an Euclidean reflection. In §14-2, we consider the more general notion of a 
"pseudo-reflection". It is pseudo-reflections that will be used in future chapters. 

Let IF be an arbitrary field, and let V be a finite dimensional vector space over 
IF. The following definitions are obviously patterned on the Euclidean reflection 
case. 

Definition: A reflection on V is a diagonalizable linear isomorphism 5: V -+ V, 
which is not the identity map, but leaves a hyperplane H C V pointwise invariant. 

Definition: G C GL(V) is a reflection group if G is generated by its reflections. 

As we shall see below, these definitions reduce, in the case IF = JR, to those 
previously considered for Euclidean space. We call H the reflecting hyperplane or 
invariant hyperplane of the reflection 5. 

All the eigenvalues of a reflection, with one exception, are equal to 1. We are 
interested in reflections of finite order. If 5: V -+ V has order n, then its excep­
tional eigenvalue must be an n-th primitive root of unity ~n and det(5) = ~n. Since 
different fields contain different roots of unity, the allowable values of n will vary 
with the field. For example: 

IF=R n=2 
IF = ( n arbitrary 

IF = Up, the p-adic numbers {:I~;lJ for p odd 

for P = 2 

Given a reflection 5: V -+ V, if 0: is an eigenvector such that 5 . 0: = ~nO:, and 
H C V is the hyperplane left pointwise invariant by 5, then 5 has a decomposition 

s . x = x + £l(x)o:, 

where £l: V -+ IF is a linear functional satisfying 

H = Ker £l 

£leo:) = ~ - 1. 

R. Kane, Reflection Groups and Invariant Theory
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Notation: We have simplified notation. The functional ~ really depends on two 
choices: sand a. So it should more properly be written ~s,a. The choice of sis, 
of course, crucial to the choice of ~ (and a). Given s, then a and ~ in the above 
decomposition are determined up to scalar multiple. This indeterminacy arises 
from the fact that we can always replace a by ka and ~ by i~. Nevertheless, for 
the sake of notational simplicity, we have chosen to ignore these issues and denote 
the functional simply by~. The only point at which more explicit notation will 
be used is in the treatment of the Jacobian element n (see Chapter 20 for the 
definition). There we shall denote a and ~ by as and ~s, respectively. 

If s: V ---+ V is a reflection of order n, then i: V ---+ V is also a reflection for 
1 ::; k ::; n - 1. Observe that sk has the same invariant hyperplane H as s while 
sk . a = ea. So if s . x = x + ~(x)a as above, then we can decompose i by 

l . x = x + (1 + ~ + ... + e-1 )~(x)a. 

There are several cases where reflections have canonical forms. 

Example 1: IF = 1ft A reflection s: V ---+ V over lIl, as defined above, is just a 
reflection in Euclidean space, as considered in previous chapters. Namely, given 
such a reflection, we can find an inner product on V and a E V such that s satisfies 
the standard Euclidean reflection identity 

2(a,x) 
s·x=x- ---a 

(a, a) 

for all x E V. First of all, we can choose an inner product on V satisfying the 
identity 

(s . x, s . y) = (x, y) 

for all x, y E V. This follows from the more general observation that, given a 
finite group G C GL(V), we can choose an inner product that is G-invariant, i.e., 

(ip 'X,ip' y) = (x,y) 

for all x, y E V and ip E G. Just take any inner product (x, y)' and replace it by 

(x, y) = 2)ip' x, ip' y)'. 
'PEG 

To deal with the case of a single reflection s, let G = 'l/2'l, the group generated 
by s. 

Se(3ondly, since s is of order 2, its only possible eigenvalues are ±1. So we can 
pick an eigenvector a E V such that s . a = -a and V = H EEl lila. Moreover, a 
and H are orthogonal. For, given x E H, we have 

(a,x) = (s· a,s' x) = (-a,x) = -(a,x). 



156 IV. Pseudo-reflection groups 

50 (a,x) = o. 
Lastly, with the above choices, s satisfies identity (*). Just check the effect of the 

RH5 of(*) on a andonH. 

Remark: Given a finite reflection group G C GL(V), where V is a finite dimen­
sional vector space over R, the above argument enables us to introduce an inner 
product on V such that all the reflections of G are Euclidean reflections satisfying 
(*). Hence G can be regarded as a Euclidean reflection group. 

Example 2: f = C An argument similar to the one above, only using a positive 
definite Hermitian form rather than an inner product, yields that, in the case of 
a finite group G acting on a complex finite dimensional vector space V, we can 
choose a positive definite Hermitian form that is G-invariant. It then follows, 
again by an argument as above, that every reflection s: V -+ V of order n over (( 
satisfies the identity 

(a,x) 
s·x=x+(~-l)--a 

(a,a) 

for all x E V, where ~ is a primitive n-th root of unity, a is an eigenvector such that 
s· a = ~ . a and (x, y) is a positive definite Hermitian form satisfying (s· x, s· y) = 
(x, y). 

A number of concepts from the Euclidean reflection group case extend to the 
more general case under consideration. Two reflection groups G C GL(V) and 
G' C GL(V') will be said to be isomorphic if there exists a linear isomorphism 
f: V -+ V' conjugating G to G'. In other words, 

fGf-l = G'. 

We have a concept of a reflection group G c GL(V) being reducible or irreducible. 
A reflection group G C GL(V) is reducible if it can be decomposed as G = G1 xG2, 

where G1 C GL(V) and G2 C GL(V) are nontrivial subgroups generated by 
reflections from G. Otherwise, a reflection group will be said to be irreducible. A 
reflection group G C GL(V) is essential if only the origin of V is left fixed by all 
the elements of G. We can regard G C GL(V) as a representation of G. From the 
discussion in Appendix B and in §2-4, it follows that G C GL(V) is irreducible as 
a representation if and only if G is irreducible and essential as a reflection group. 

A classification of finite reflection groups over any field f consists of a deter­
mination (up to isomorphism) of the finite essential irreducible reflection groups. 
We have already explained how all finite real reflection groups G C GL(V) can 
be converted into a finite Euclidean reflection group G C DOE). As an extension 
of these ideas, it is also true that the classification for finite real reflection groups 
is the same as that for finite Euclidean reflection groups because it is clear that 
the above concepts of irreducible and essential agree when we identify real reflec­
tion groups with Euclidean reflection groups. Moreover, an "averaging" argument 
(analogous to that given in Example 1) converts an isomorphism f: V -+ V' be­
tween two reflection groups G C GL(V) and G' C GL(V') into an isomorphism 
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1: lE -> lE' between the associated Euclidean reflection groups G c O(lE) and 

G' c O(lE'). We let 1 = L<PEG 'P f'P- 1• 

In Chapter 15, we consider other classification results for (pseudo-) reflection 
groups. 

14-2 Pseudo-reflections 

The concept of a reflection generalizes to that of a pseudo-reflection. As we shall 
see in §14-3, this is only a true generalization for the "modular case". Let V be a 
finite dimensional vector space over a field f. 

Definition: A pseudo-reflection is a linear isomorphism s: V -> V that is not the 
identity map, but leaves a hyperplane H C V pointwise invariant. 

Definition: G c GL(V) is a pseudo-reflection group if G is generated by its 
pseudo-reflections. 

Unlike a reflection, a pseudo-reflection is not required to be diagonalizable. Al­
ternatively, a reflection is just a diagonalizable pseudo-reflection. There are many 
examples of nondiagonalizable pseudo-reflections. Notably, any elementary ma­
trix (i.e., a matrix agreeing with the identity matrix except for a single nonzero 
entry off the diagonal) represents a nondiagonalizable pseudo-reflection. Con­
sider, for example, [A t ]. Similarly, there are many examples of pseudo-reflection 
groups that are not reflection groups. It is well known that SL(V) is generated by 
elementary matrices. So SL(V) is a pseudo-reflection group, but not a reflection 
group. It is easy to deduce that the same must be true for GL(V). 

When we restrict ourselves to pseudo-reflections of finite order, then most of 
the time they are diagonalizable. As will be explained in the next section, non­
diagonalizable pseudo-reflections can only occur when char f = P > O. Ob­
serve, for example, that the elementary matrices discussed above are of finite order 
only when char f = p. Moreover, even in this case, nondiagonalizable pseudo­
reflections can only occur in special circumstances. In particular, they must be of 
order p. Again, this will be justified in the next section. 

It will be useful to formulate the distinction between diagonalizable and non­
diagonalizable in a slightly different way. As in the case of reflections, a pseudo­
reflection has a decomposition 

s . x = x + A(x)a, 

where A: V -> f is a linear functional. In this case, a generates Im( 1 - s), i.e., 

ImO - s) = fa, 

while 
H = KerA, 

where H C V is the hyperplane on which the pseudo-reflection acts as the iden­
tity. Observe that s is diagonalizable (i.e., s is a reflection as defined in §14-1) ifand 
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only if a ~ H (Le., ~(a) =f 0). So a belonging (or not) to H distinguishes nondi­
agonalizable pseudo-reflections and reflections. In a slight abuse of notation, we 
shall refer to H as being the reflecting hyperplane or the invariant hyperplane of the 
pseudo-reflection s. 

The definition of essential pseudo-reflection groups, reducible and irreducible 
pseudo-reflection groups, as well as of isomorphisms between pseudo-reflection 
groups, is analogous to that given in § 14-1 for reflection groups. 

14-3 The modular and non modular cases 

Let V be a finite dimensional vector space over a field Jr. When we deal with finite 
subgroups G C GL(V), we are really dealing with special cases of the represen­
tation theory of finite groups, in other words, with homomorphisms p: G -+ 

GL(V). A brief survey of representation theory is given in Appendix B. 
In this last section of Chapter 14, we want to focus on a concept from repre­

sentation theory that plays an important role in invariant theory. Representation 
theory distinguishes sharply between two cases: 

(i) char IF does not divide IGI (the non modular case); 
(ii) char IF divides I GI (the modular case). 

The latter case amounts to asserting that char lr = p > 0, and p divides IGI. 
This basic distinction between modular and nonmodular quickly appears when 
we study the invariant theory of pseudo-reflection groups. As we shall see, the 
nonmodular case is much easier to handle. Notably, given a finite subgroup G C 
GL(V), we can define the averaging operator 

Av: V -+ V 

1 
Av(x) = IGi I: it' . X. 

<pEG 

It is a projection operator whose image consists of the invariants of G. In other 
words: 

Lemma 

(i) (A v? = Av; 
(ii) ImAv = V G = {x E V I it'. x = x for all it' E G}. 

Proof To prove (i) and (ii), it suffices, in turn, to show 

(iii) Av(x) = x for all x E V G; 

(iv) Av(x) E V G for all x E V. 

Regarding (iii), we have, for all x E V G, the equalities 

1 1 
Av(x) = iGT 2: it'. x = iGT 2: x = X. 

<pEG <pEG 
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Regarding (iv), we have, for all x E V and ¢ E G, the equalities 

(The middle equality is obtained by reindexing.) • 
As an example of the usefulness of averaging, we cite Example 1 of §14-1. 

Again, the above averaging operator is used in Appendix B to prove Maschke's 
Theorem asserting the complete reducibility of representations in the nonmodu­
lar case. Maschke's theorem is used, in turn, in the proof of the proposition below. 

The modular and nonmodular distinction can be applied to single linear maps 
cp: V ----. V of finite order. The nonmodular case occurs when char f does not 
divide the order of cp, whereas the modular case occurs when char f does divide 
the order of cp. In the rest of this section, we discuss pseudo-reflections in these 
two cases. 

(a) Nonmodular Case In the nonmodular case, there is no difference between 
(generalized) reflections as discussed in §14-1 and pseudo-reflections. This fol­
lows from: 

Proposition If the order of a pseudo-reflection is finite and not divisible by char f, 
then it is diagonalizable. 

Proof We use Maschke's theorem from Appendix B. Let s: V ----. V be a 
pseudo-reflection with order not divisible by char f. Let G be the cyclic group 
generated by s. Then charf does not divide IGI. The map s: V ----. V induces an 
action of G on V. Let H be the hyperplane left pointwise fixed by s and, hence, by 
G. By Maschke's theorem, we can find a E V so that 

V = H EB lFa and fa is invariant under s. 

Clearly, a is an eigenvector and, so, we can diagonalize s. • 
(b) Modular Case Nondiagonalizable pseudo-reflections can occur in the modu­
lar case. However, other significant restrictions still occur in this case. Let us begin 
with fields of arbitrary characteristic. As already observed, a pseudo-reflection has 
a decomposition 

s· x = x + ~(x)a, 

and if we let 
H = Ker~, 

then s is nondiagonalizable if and only if a E H. If a E H (i.e., ~(a) = 0), it is 
easy to see that 

f . x = x + k~(x)a 

for all x E V. Ifwe now assume that char IF = p, then s must be of order p. 
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Almost all our discussion of invariant theory in subsequent chapters will in­
volve the nonmodular case. Relatively little is known about the modular case. 
Modular invariant theory will only be discussed in Chapter 19. 

To summarize this chapter, we have introduced, for every vector space, the 
concepts of "reflection" and "pseudo-reflection" and demonstrated that, most of 
the time, the two concepts are equivalent. It is only in the modular case that the 
two concepts can differ. In that case, a reflection is a special case of a pseudo­
reflection. In the literature, the term "pseudo-reflection" is increasingly used in 
preference to the term "reflection': Throughout the rest of this book, we shall fol­
low this convention. The concept of a pseudo-reflection will be used throughout 
the remainder of this book. It should be pointed out that, except in Chapter 19, 
we shall essentially be dealing only with the nonmodular case. So, except at that 
point, we could just as well have used "reflection': However, we prefer to follow 
common usage. 



V Rings of invariants 

Part V constitutes a basic introduction to invariant theory. The invariant ring of a 
finite group is introduced and its properties are studied, in particular the invariant 
ring of pseudo-reflection groups. In Chapter 16, we introduce rings of invariants 
and demonstrate that they are finitely generated, and usually satisfy the Cohen­
Macauley property. In Chapter 17, we introduce Poincare series and demonstrate 
how they can be used to analyze rings of invariants. Notably, we prove Molien's 
theorem establishing a relation between the eigenvalues of G C GL(V) and the 
Poincare series of the ring of invariants of G. In Chapter 18, we demonstrate that 
pseudo-reflection groups are canonical objects to consider from the perspective 
of invariant theory. We prove that, in the nonmodular case, a pseudo-reflection 
group is characterized by the property that its ring of invariants is polynomial. 
In Chapter 19, we demonstrate that, in the modular case, only pseudo-reflection 
groups have polynomial rings of invariants. 

169 



15. Classifications of pseudo-reflection groups 161 

15 Classifications of pseudo-reflection groups 

In this chapter, we sketch some of the classification results obtained for pseudo­
reflection groups in the non modular case. The classification results given in this 
chapter are not used elsewhere, and are simply given as illustrations of the type of 
patterns that hold. We begin by sketching the Shephard-Todd classification of the 
finite complex pseudo-reflection groups. We then explain how this classification 
can be used to obtain classifications of pseudo-reflection groups over other fields. 
The Shephard-Todd classification is the key to all other classifications described in 
this chapter. We shall omit most details, and only sketch arguments. 

15-1 Complex pseudo-reflection groups 

The finite complex pseudo-reflection groups have no simple description akin to 
the Coxeter presentation for reflection groups in Euclidean space. Similarly, the 
classification of finite complex pseudo-reflection groups is a much more compli­
cated affair than that given in Chapter 8 for the Euclidean case. The finite essential 
irreducible complex pseudo-reflection groups divide into 37 cases. They consist of 
three infinite families {l/ ml}, {I: n}, {G(m, p, n)}, and 34 exceptional cases. The 
classification was first achieved by Shephard-Todd [1]. A more modern treatment 
is given in Cohen [1]. 

In dimension 1, we obviously must have G = l/ml. The classification argu­
ment for dimension 2:: 2 falls into three cases. 

(a) Imprimitive Pseudo-Reflection Groups A group G C GL(V) is said to be 
imprimitive if there exists a decomposition V = VI EB ... EB Vk (k > 2), where the 
subspaces {Vi} are permuted transitively by G. If plm, we can define the semidi­
reet group 

G(m, p, n) = A(m, p, n) :xl I: n , 

where 

I:n = the permutation matrices in GLn((C) 

WI 0 0 0 
0 W21 0 0 

A(m, p, n) = wi = 1 and 
(WI· .. wn)m/p = 1 

0 0 Wn-I 0 
0 0 0 Wn 

This group is an imprimitive pseudo-reflection group provided n 2:: 2 because it 
acts on V = ccn by the rule that the factors of ccn are permuted by I:n and altered 
by scalars by A(m, p, n). Observe that the construction includes many Euclidean 
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reflection groups as special cases: 

G(2, 1, n) = (Z/mZ)n ><l ~n = W(Bn) = Ween) 

G(2, 2, n) = (Z/mZ)"-1 ><l ~n = W(Dn) 

G(m, m, 2) = Z/mZ ><l ~z = Dm = Gz(m). 

In all cases, G(m, p, n) is a pseudo-reflection group. Notably, the involutions (i, j) 
in ~n are pseudo-reflections, as are the elements from A(m, p, n), with only one 
entry of the form ( =I 1 on the diagonal. We can show that the cases n > 2 of 
G(m, p, n) give all irreducible imprimitive complex pseudo-reflection groups. 

(b) Primitive Pseudo-Reflection Groups of Dimension 2 This case includes 19 
exceptional pseudo-reflection groups. We want G C GLz(C). We can decompose 

where C denotes the scalar matrices { [~ ~] I A E C}. The conjugacy classes of 
finite subgroups ofSLz(C) are known. We have 

Z/mZ = ( [e2~~/m e-z~i/m] ) 

Dm = the dihedral group = / [oi 0] [e2~i/m 0] ) 
\ i' 0 e-hi/ m 

T = the tetrahedral group = ( ( ~2) [: :~], DZ) 

o = the octahedral group = ( [ ~ ~3]' T) 
I = the icosahedral group 

The lastthree are the cases k = 3,4,5 of the group (x, y I xl = y3 = (xy)k = 1). 
These three groups have order 24, 48, 120, respectively. Given subgroups 

where 
K/H=Z/ml, 

we can define, for each k > 1, a group 

G C Z/kml x K C GLz(C) 
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as the pullback in the diagram 

1 1 
l/kml ~ l/ml. 

G consists of all pairs (x, y) in l/ kml x K such that x and y have the same image 
in l/ ml. In particular, the bottom map is surjective and G fits into an extension 

1 -+ l/kl -+ G -+ K -+ 1, 

i.e., l/kl <J G and K = the quotient group G/(l/kl). All the subgroups of 
GL2(tC) arise in this manner. Moreover, 19 of these cases give finite primitive 
pseudo-reflection groups. The cases K = T, 0 and I give rise to 4, 8 and 7 pseudo­
reflection groups, respectively. 

(c) Primitive Pseudo-Reflection Groups o/Dimension 2:: 3 This case is handled 
by techniques similar to those employed in the real case. We describe the irre­
ducible pseudo-reflection groups by root graphs (or, in one case, by what is called 
a neat extension of a root graph). 

Root Graphs The vertices consist of n linearly independent vectors {at, ... ,an} 
in e, with the property that (ai, a j) = 1 if and only if ai = a j. There is an edge 
between ai and aj' provided (ai, aj) i= O. Both vertices and edges are labelled. 
The vertex ai is labelled by an integer w( ai) 2:: 2. The edges between ai and a j 
are labelled by the numbers (ai, a j)' 

We can associate a pseudo-reflection group to each such graph. Given 0 i= a E 
<en and an integer k 2 2, define 

(x,a) 
Sa,k' X = x+ (~k -1)-( -)a, 

a,a 

where ~k is a primitive k-th root of unity. Since 

Sa,k • a = ~ka and Sa,k = Ion the hyperplane Ha = {x I (x, a) = O}, 

we see that Sa,k is a pseudo-reflection of order k. Given a root graph with vertices 
{ai}, we associate with it the pseudo-reflection group generated by {sc<;,w(c<;)}' 

Conversely, every primitive irreducible pseudo-reflection group of dimension 
2:: 3 (with the one exception already identified) can be produced by such a root 
graph. The resulting classification produces one infinite family {I: n } and 15 ex­
ceptional cases. 

We should note that the Coxeter graphs and their corresponding groups fit 
into the above pattern. Every Coxeter graph can be converted into a graph of the 
above type. To make the transition, label each vertice by "2" and label an edge by 
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"- cos(;;)': rather than "m". For example, the Coxeter graph and the root graph 
of Dm = G2(m) are 

respectively. 

m 
0--0 and 

2 -cos(;;) 2 
O>------'-~-O 

Not all complex pseudo-reflection groups can be treated in terms of root 
graphs. The obstruction is that root graphs only produce n-dimensional pseudo­
reflection groups generated by n pseudo-reflections. Some n-dimensional com­
plex pseudo-reflection groups require n + 1 pseudo-reflections to generate them. 
For example, G(m, p, n) is generated by n pseudo-reflections only when p = 
1 or p = m, i.e., only for G(m, m, n) and G(m, 1, n). A complete list of n­
dimensional pseudo-reflection groups generated by n pseudo-reflections is given 
in §11 of Shephard-Todd [1]. Pseudo-reflection groups with this property will be 
studied in §24-3. 

Table 8 at the end of this chapter lists Shephard and Todd's results for the 37 
types of finite essential irreducible complex pseudo-reflection groups. 

15-2 Other pseudo-reflection groups in characteristic 0 

Let f be a field of characteristic O. Then the classification of finite essential irre­
ducible pseudo-reflection groups defined over IF can be obtained as a refinement 
of the Shephard-Todd classification of complex pseudo-reflection groups achieved 
in § 15-1. To explain this, we need to work in the context of representation theory, 
as outlined in Appendix B. 

First of all, pseudo-reflection groups defined over f are always complex pseudo­
reflection groups. Suppose G is a f pseudo-reflection group by the representation 

p: G --t GLnCf). 

Let 1L be a common extension off and C Then p is obviously defined over lL. Bya 
result of Brauer cited in Appendix B, p is defined over any subfield oflL containing 
the IGI-th roots of unity. In particular, p is defined over (( C lL. 

However, a given complex pseudo-reflection group is not necessarily a f 
pseudo-reflection group. The key obstruction is the character field of the rep­
resentation. Recall, from Appendix B, that for a representation p: G --t GLn (() 
with character x: G --t e, the character field is given by 

Q(x) = the extension ofQ generated by Imx C C. 

In order to have p: G --t GLnCC) defined over K, we must have QCX) C K. This 
condition is usually not sufficient. An arbitrary representation p: G --t GLnCC) 
with character X is usually not defined over Q(X) itself, only over a finite extension 
ofQ(X). But, as explained in Appendix B, if p is an irreducible representation, and 
peG) c GLn(() contains a pseudo-reflection, then p is defined over Q(X). SO a 
pseudo-reflection representation p is defined over lK if and only if Q(X) c lK, 
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where x: G -+ (C is the character of the chosen pseudo-reflection group. The 
above discussion gives the following equivalence. 

Theorem (Clark-Ewing) Let G be a finite group. Then G has a representation as a 
(essential, irreducible) IF pseudo-reflection group if and only if 

(i) G has a representation p: G -+ GLn(() as a (essential, irreducible) complex 
pseudo-reflection group; 

(ii) (OUX) elF, where X is the character of p. 

We now have a program for classifying IF pseudo-reflection groups. Take each 
of the 37 finite essential irreducible complex pseudo-reflection groups in the 
Shephard-Todd list and determine when one has (OUX) elF. A case-by-case study 
of the complex pseudo-reflection groups yields that, in every case, (CHx) is an ex­
tension of (02. involving 

2m' 

~n = e", ~n + ~-n, J2, J - 2, J5 and J - 7. 

So it becomes a matter of determining when these elements belong to IF. This 
programme was carried out by Clark-Ewing [1] in the case of p-adic pseudo­
reflection groups. 

15-3 Pseudo-reflection groups in characteristic p 

To date, no one has obtained a classification for pseudo-reflection groups in char­
acteristic p analogous to those described in §15-1 and §15-2 for characteristic O. 
However, some restrictions can be obtained. We shall sketch the arguments. 

We can find a local ring R (actually a discrete valuation ring) such that R/ m = 
IF where m is the unique maximal ideal of R. If IF is perfect, we can use the Witt 
vector construction on JE' to obtain R. In the general case (see Schoeller [1]), R 
is a subring of the Witt vectors. Let 3" be the fraction field of R. Then 3" is of 
characteristic o. Hence, by the results of §15-2, we can assume that the pseudo­
reflection groups are known. The following result then determines the IE' pseudo­
reflection groups in the nonmodular case. 

Theorem Let G be a finite group of order prime to p. Then G has a representation as 
a (essential irreducible) IF pseudo-reflection group if and only if G has a representation 
as a (essential irreducible) 3" pseudo-reflection group. 

The correspondence is established by using R representations. Let G have or­
der prime to p. We show that, given a representation p: G -+ GLn(lF), there exists 
a representation (i: G -+ GLn(R) inducing p. In turn, {i induces a J'represen­
tation. This construction sends IF pseudo-reflection representations to 3" pseudo­
reflection representations. Verifying this fact demands some results from invariant 
theory, notably, that a pseudo-reflection group is characterized by its ring of in­
variants being a polynomial algebra (see Chapter 18 for this result). We obtain, 
in this manner, a one-to-one correspondence between representations of G as a IF 
pseudo-reflection group and representations of G as a 3" pseudo-reflection group. 
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I Number I Rank I Order I Character Field I Degrees 

1 n (n + I)! Q 2,3, ... , n + 1 
2a n qmn-1n! Q(~) m, m + 1, ... , (n -Om, qn 

2b 2 2m Q(~ + ~-l) 2,m 

3 1 m Q(O m 

4 2 24 Q(w) 4,6 
5 2 n Q(t) 6,12 
6 2 48 Q(t,w) 4,12 
7 2 144 Q(t,w) 12,12 
8 2 96 Q(t) 8,12 
9 2 192 Q(t, V2) 8,24 
10 2 288 Q(t,w) 12,24 
11 2 576 Q(€,w) 24,24 
12 2 48 Q(V - 2) 6,8 
13 2 96 Q(t, V2) 8,12 
14 2 144 Q(i,w) 6,24 
15 2 288 Q(t,w, V2) 12,24 
16 2 600 Q(1]) 20,30 
17 2 1200 Q(t,1]) 20,60 
18 2 1800 Q(w,1]) 30,60 
19 2 3600 Q(w, t, 1]) 60,60 
20 2 360 Q(w,V5) 12,30 
21 2 no Q(t,W, V5) 12,60 
22 2 240 Q(t, V5) 12,20 
23 3 120 Q(v5) 2,6,10 
24 3 336 Q(v -7) 4,6,14 
25 3 648 Q(w) 6,9,12 
26 3 1296 Q(w) 6,12,18 
27 3 2160 Q(w,V5) 6,12,30 
28 4 1152 Q 2,6,8,12 
29 4 7680 Q(t) 4,8,12,20 
30 4 14,400 Q(V5) 2,12,20,30 
31 4 64·6! Q(t) 8,12,20,24 
32 4 216·6! Q(w) 12,18,24,30 
33 5 n·6! Q(w) 4,6, 10, 12, 18 
34 6 108·9! Q(w) 6,12,18,24,30,42 
35 6 n·6! Q 2,5,6,8,9,12 
36 7 8·9! Q 2,6,8,10,12,14,18 
37 8 192·1O! Q 2,8,12,14,18,20,24,30 

Table 8: Complex pseudo-reflection groups 
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The above only applies to the nonmodular case, i.e., when p does not divide 
IGI. There is very little known about the modular case, i.e., when p divides IGI. 
Certainly, the J' pseudo-reflection groups do not give the answer. 

Table 8 contains the Shephard and Todd classification of the 37 types of fi­
nite essential irreducible complex pseudo-reflection groups. Degrees of pseudo­
reflection groups (which appear in the last column) were introduced in § 1-7 and 
will reappear in § 18-1. Regarding degrees, the Euclidean reflection groups are 
distinguished on this list by the fact that they have 2 as one of their degrees. A 
theoretical justification of this observation will be given in § 18-6. In the chart, 

( = e';;i = J - 1, 
271'; 

w=eT , 
ill 

T/=e 5 , 

27ri 
to = eT . 

Moreover, in case 2a, p, q and m are related by the rule pq = m. 
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16 The ring of invariants 
In this chapter we introduce the ring of invariants of a finite group and exam­
ine some of its basic properties. These properties include Galois properties, the 
Noetherian property and the Cohen-Macauley property. We note that an initial 
discussion of ring of invariants took place in § 1-7. 

16-1 The ring of invariants 

Let f be any field and let V be a finite dimensional f vector space. Given any 
group G c GL(V), we can form its associated ring of invariants. First, we form 
the tensor algebra 

00 

T(V) = E9 v®j = f EEl V EEl (V ® V) EEl •••• 
j=O 

There is an obvious tensor product on T(V). Given x = XI ® ... ® Xs E V®s and 
Y = YI ® ... ® Yt E v®t, we can form the product 

X ® Y = XI ® ... ® Xs ® YI ® ... ® Yt E V®(s+t). 

This tensor product gives T(V) the structure of a noncommutative, associative f 
algebra. 

A basic introduction to graded rings and modules is provided in Appendix A. 
An f algebra A is graded if it has a decomposition A = ffi';oAj, where each 
Aj is an f vector space and the multiplication A ® A -+ A is compatible with the 
decomposition, in that it induces maps Aj®A j -+ Aj+ j. The elements of Aj are said 
to be homogeneous elements of degree i. The compatibility of the multiplication 
with the grading can be restated as asserting that degx = i and degy = j forces 
degxy = i + j. The algebra T(V) is graded by means of the above decomposition 
T(V) = EB~o v®j with the elements of v®j being the homogeneous elements 
of degree j. 

Given a graded associative algebra A = EB ';0 A j' an ideal I C A is graded if 

it admits a decomposition I = EB';o Ij' where Ij = In Aj. A graded ideal is 
generated by homogeneous elements. (For example, the ideal of f [t] generated by 
t + t2 is not graded.) Given a (two-sided) graded idealJ C A, then the quotient 
algebra AI I inherits a grading from A. 

The symmetric algebra S(V) is such a quotient algebra. To define S(V), choose 
the graded ideal Ie T(V) generated by {x ® y - y ® x I x, Y E V} and let 

S(V) = T(V)II. 

The effect of quotienting out by I is to make the tensor product commutative. So 
S(V) is a commutative associative graded algebra 

00 

S(V) = E9 Sj(V). 
j=o 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001
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S(V) is a free algebra generated by any basis of Sl (V) = V. More exactly, if 
{t1, ... , tn } is a basis of V, then every element in S(V) can be written uniquely as 
a polynomial in {t 1, ... , tn }. We shall write 

S(V) = IF[t1, ... , tnl 

and call S(V) a polynomial algebra. The elements {t1, ... , tn } have degree 1. This 
notation and terminology was introduced in §1-7. It originates from the case 
where we replace V by its dual vector space V*. IflF is an infinite field, we can think 
of S(V*) as the polynomial functions f: V -+ IF. Under this identity, addition and 
multiplication in S(V*) correspond to the usual operations for polynomials. Also, 
the grading in S(V*) corresponds to the grading for polynomials given by the 
degree of a polynomial. 

We also remark that, as in § 1-7, we shall find it useful to expand the use of the 
polynomial algebra notation, IF[Xh ... , xn], to include the cases where the gen­
erators {Xl, ... , xn} have arbitrary degree. This notation will be used in future 
discussions (e.g., the examples in § 16-2). 

Given a group G c GL(V), then the action of G on V induces an action on 
S(V). We extend the action of G on V to all of S(V) by the multiplicative rule 

for any rp E G. We then define the ring of invariants 

S(V)G = {f E S(V) I rp . f = f for all rp E G}. 

The action of G on S(V) respects its grading. So S(V)G inherits a grading from 
S(V). 

00 

S(V)G = EBS;(V)G. 
j=O 

Besides looking at the invariants of S(V), we can also look at the invariants of 
S(V*), where V* is the dual vector space of V. The action of G on V induces an 
action on V* by the rule 

(rp. a, y) = (a, rp-1 . y) 

for any a E V*, Y E V and rp E G. The action of G on V* extends to an action 
on S(V*), and we can consider S(V*)G. 

There is significant interest in the invariants S(V*)G. Generally, they are the 
same as the set of G-invariant polynomial functions on V because, as already re­
marked, when IF is infinite, we can identify S(V*) with the polynomial functions 
on V. And, under this identity, the above action of G on S(V*) corresponds to the 
action of G on the polynomial functions given by 

rp. f(x) = f(rp-1 . x) 
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for any x E V and <p E G. 
Historically, invariant polynomials have been the major subject of invariant 

theory, and there will be times when we shall want to deal with S(V*) rather than 
S(V), mainly for the above-mentioned reason that S(V*) can be interpreted as the 
polynomial functions on V. Nevertheless, we shall generally establish results for 
S(V) and S(V)G, rather than S(V*) and S(V*)G. The results proved for S(V)G 
hold for S(V*)G as well, with only the occasional minor modification. We shall 
identify such modifications when they occur. The advantage in working with S(V) 
rather than S(V*) is that we can sometimes simplify arguments. Notably, we avoid 
having to constantly dualize the action of G. 

16-2 Examples 

In this section, we present a few simple examples of rings of invariants. We con­
sider groups obviously motivated by the An> Bn> Dn cases of finite Euclidean re­
flection groups considered in §2-2. Notably, the first two examples are straight­
forward generalizations of the invariant rings considered in § 1-7. 

Example 1: Let G = :En> the permutation group, let V be an n-dimensional 
vector space over the field f, and let En act on V by permuting a chosen basis of 
V. If {tl,"" tn} is the chosen basis of V, we can write 

with G = :En acting on S(V) by permuting {tr, ... , tn }. Thus S(V)G = the sym­
metric polynomials in {tr, ... ,tn}' These symmetric polynomials have been ex­
tensively studied. We can write 

where Sk is the k-th elementary symmetric polynomial given by 

k 

til ... tik = the coefficient of r-k in II (T + ti). 
i=l 

Example 2: Let G = (l/2l)n >4 :En act on an n-dimensional vector space V by 
the rule that :En permutes a chosen basis, whereas (l/2l)n changes the signs of 
these basis elements. Write 

S(V) = f[tl,"" tnl, 

where {th' .. ,tn} is this chosen basis ofV. If char IF = 2, we can ignore (l/2l)n 
and we get the same answer as in Example 1. If char IF i:- 2, then 

S(V)G = IF[si, ... , snl, 
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where 

Example 3: Let G = (l/2l)n-l ~ ~n act on an n-dimensional vector space by 
the rule that ~n permutes a chosen basis, whereas (l/2l)n-l consists of the ele­
ments changing the sign on an even number of basis elements. If we write S(V) = 
IF[tiJ ... ,tn ], where {tiJ ... ,tn} is the chosen basis of V, then for char IF =I 2 

where Sk is as above and 

In the above examples, the ring of invariants are very simple, which is atypi­
cal. The structure of S(V)G can be quite complicated. As already mentioned, the 
groups chosen above are extensions to arbitrary fields of finite Euclidean reflec­
tion groups. In particular, they are pseudo-reflection groups. The fact that the 
invariants of these groups turn out to be polynomial algebras is not accidental. In 
Chapter 18, we shall prove that, under a nonmodular hypothesis, the invariants of 
a finite pseudo-reflection group always form a polynomial algebra. In Chapter 19, 
we shall prove, without any hypothesis, the converse relation: that the invariants 
of a finite group being polynomial force the group to be a pseudo-reflection group. 

16-3 Extension theory 

In our subsequent study of invariant theory, we shall be using graded analogues of 
classical field and ring theory. This section is an introduction to these ideas. We 
note that graded rings and algebras are discussed in Appendix A and in § 16-1. 

Let V be a finite dimensionallF vector space and let G C GL(V) be a finite 
group. Throughout this section, we shall work in the context of graded f integral 
domains, namely graded IF vector spaces H = EB ~z Hi with multiplications Hi ®IF 

Hj ----; Hi+ j inducing an integral domain structure on H. In particular S(V)G 
and S(V) are such objects. Our goal in introducing the theory of graded integral 
domains is to provide a context for studying the extension S(V)G C S(V). 

We begin by introducing some standard definitions about extensions in the 
context of graded IF integral domains. We point out that, given a graded IF integral 
domain H, we can make the polynomial ring H[X] a graded f integral domain by 
assigning a degree to the variable X. Given an embedding H C K, then x E Kd 
is algebraic over H if f(x) = 0 for some homogeneous polynomial f(X) E H[X], 
where the variable is assumed to have degree d. We say K is an algebraic extension 
of H if every element of K is algebraic over H. Given H C K, if x E K is algebraic, 
then the monic polynomial f(X) E H[X] of smallest degree such that f(x) = 0 is 
called the minimal polynomial of x. The transcendence degree of K is the maximal 
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number of algebraically independent elements in K (over f). The element x E K 
is integral over H if there exists a monic homogeneous polynomial 

f(X) = Xn + an_JXn- J + ... + aJX + ao (aj E A), 

where f(x) = o. If every element of K is integral over H, we say that K is integral 
over H. 

Proposition A IfG C GL(V) is finite, then S(V) is integral over S(V)G. 

Proof Given x E S(V), let 

f(t) = IT (T - 'P . x). 
<pEG 

Then f(x) = o. Also, this polynomial is of the form f(T) = Tk + ak-J Tk- J + 
... + aJ T + aQ, where aj E S(V)G because all the coefficients (except the leading 
one) are elementary symmetric polynomials in {'P . X }<PEG. Since the elements of 
G permute the elements {'P . x} <pEG, it follows that these elementary symmetric 
polynomials are invariant under the action of G and, hence, belong to S(V)G. • 

We are particularly concerned with Galois properties. An extension H C K is 
finite if K is a finitely generated H module. A finite extension H C K is Galois if 
H = KG, where G is the group of automorphisms of K fixing H. G is called the 
Galois group of the extension. In general, we have an inclusion, H C KG, but not 
equality. Every Galois extension satisfies the properties of normality and separa­
bility. Conversely, in the case of an algebraic extension H C K, these properties 
force the equality H = KG. An extension H C K is normal if, for any homo­
geneous polynomial f(X) E H[X], the presence in K of one root of f(X) forces 
f(X) to split in K[X] into linear factors. An algebraic extension is separable if, for 
every x E K, the minimal polynomial f(x) = 0 also satisfies f'(x) =I- o. H C K is 
a splitting domain for the polynomial f(X) E H[X] if K is the smallest extension 
of H containing all the roots of f(X). A splitting domain is always normal. 

We can apply the next proposition to the inclusion S(V)G C S(V) and conclude 
that it is a finite extension because S(V) = f[tJ, ... , tn ] is finitely generated and, 
by Proposition A, S(V)G C S(V) is integral. 

Proposition B Given an inclusion A C B, where B is integral over A and also finitely 
generated as an A algebra, then B is finite over A. 

Proof Choose {aI, ... , an}, which generate B as an A algebra. We have the 
series of extensions 

A C A[ad C A[aJ,a2] c··· C A[aI, ... ,an] = B, 

whereA[aJ, ... , akl denotesthesubalgebraofBgeneratedbyA and {aJ, ... , ak}. 
Since each ai is integral, it follows that each extension is finite. Consequently, B is 
finite over A. • 

The above discussion of Galois theory also applies to the extensions F(H) c 
F(K) of fraction fields. In fact, this is where the most natural analogues of classical 
Galois theory occur. 
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16-4 Properties of rings of invariants 

Although rings of invariants can be complicated, they still possess some reasonable 
structure. In this section, we prove that rings of invariants are Noetherian and 
typically Cohen-Macauley. As before, V is any finite dimensional vector space 
over f, and G C GL(V) is any group. We shall prove: 

Theorem A (Hilbert-Noether) If G C GL(V) is finite, then S(V)G is a finitely 
generated f algebra. 

Proof Our method will be to locate a finitely generated algebra A C S(V)G so 
that the extension is finite. It follows that S(V)G must also be finitely generated. 

First of all, we defineA. We have already observed in §16-3 that S(V) is integral 
and finite over S(V)G. We let A be the algebra generated by the coefficients of the 
(finitely many!) polynomials used to show S(V) is integral over S(V)G. 

Secondly, the extension A C S(V)G is finite. It suffices to show A C S(V) 
is finite because, since A is Noetherian, any submodule of a finitely generated A 
module is also finitely generated. By definition, S(V) is integral over A. Also, S(V) 
is finitely generated. So we can apply Proposition 16-3B to show that A C S(V) is 
finite. • 

We next prove that the ring of invariants for finite G C GL(V) often possesses 
the pleasant property of being Cohen-Macauley. 

Definition: A ring A is a Cohen-Macauley (CM) if there exists a polynomial sub­
algebra f[xI, ... , xnl C A such that A is free and finite over f[Xh ... , xnl. In other 
words, we can choose { 0:1, ... , O:s} C A so that 

s 

A = Ef)f[XI, ... ,xnlO:i. 
i=l 

Remark: The CM property is basically concerned with the freeness property. 
First of all, observe that the CM property forces A to be finitely generated. So we 
might as well only consider finitely generated algebras. Secondly, given any finitely 
generated A that is an integral domain, we can choose f[xI,' .. , xnl C A such that 
A is integral over f[xI, ... , xnl. This is the Noether Normalization Theorem (see 
§4 of Chapter X ofLang [1]). Thirdly, it follows from Proposition 16-2B that A is 
finite over IF[xl, ... , xnl. So only the freeness property is in question. 

The polynomial generators {Xl, ... , xn} given by the Noether Normalization 
Theorem are called a system of parameters of A. Parameters are not unique. For 
example, we could replace IF[xl, ... , xnl C A by IF[~I, ... , ~n 1. On the other 
hand, the number of parameters (= the transcendence degree) is unique. Regard­
ingthe question of freeness, if A is free over f[XI, . .. , xnl for one system of par am­
eters {XI, ... , xn}, then A is free over ]f[y/) ... , Ynl for any system of parameters 

{YI,···,Yn}. 
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The rest of this section will be devoted to proving: 

Theorem B (Hochster-Eagan) If G c GL(V) is a finite nonmodular subgroup, 
then S(V)G is Cohen-Macauley. 

The proof involves the averaging operator 

Av: S(V) ---+ S(V) 

1 
Av(x) = TGT 2: 'P . X. 

'PEG 

As in § 14-3, this operator satisfies a number of useful properties: 

(i) Av is a projection operator onto S(V)G, i.e., (AV)2 = Av and ImAv = S(V)G; 
(ii) Av is a map of S(V)G modules, i.e., 

Av(xy) = xAv(y) for all X E S(V)G,y E S(V). 

It follows from the above properties that we have a splitting: 

(iii) S(V) = S(V)G E9 Ker Av as S(V)G modules. 

We can use the Noether Normalization Theorem to choose a polynomial algebra 

IF[XI' ... ,xnl C S(V)G 

such that S(V)G is finite over IF[XI, ... ,xnl. The Cohen-Macauley property then 
follows from: 

Lemma Suppose G C GL(V) is a finite nonmodular subgroup. Given 
IF[xl, ... ,xnl C S(V)G, ifS(V)G is finite over IF[xb ... ,xnl, then S(V)G is free over 
IF[xl,''' ,xnl. 

Proof We first show that, when we consider IF[xl, ... ,xnl C S(V), then 

S(V) is free over IF[xl' ... ,xnl. 

We can write S(V) = IF[tl,'''' tnl. Thus {tl,"" tn} is a system of parameters 
for S(V). Since S(V) is free with respect to this system of parameters, it will be 
free with respect to any system of parameters. So to prove (*), it suffices to show 
that {Xl, ... ,xn} is a system of parameters for S(V). Now, S(V) is finite over 
IF[xl,'''' xnl. For, both of the inclusions 

are finite (to prove this for the second inclusion, we use the arguments from 
§16-3). Thus {Xb'" ,xn } is a system of parameters for S(V). 

By property (iii) of Av we can decompose 

(**) S(V) = S(V)G E9 Ker Av as IF[XI, ... ,xnl modules. 

It follows from (*) and (**), and from the Proposition in Appendix A, that S(V)G 
(as well as Ker Av) is a free IF [Xl, ... ,Xn 1 module. • 
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16-5 The Dickson invariants 

We produce in this section a more complicated example of a polynomial ring of 
invariants than those considered in §16-2. The group we shall consider is GL(V), 
where V is a finite dimensional vector space, say of dimension n, over a field IF of 
characteristic p > o. SO IJFI = q = pk for some k ~ 1 and IVI = qn. The fact 
that GL(V) is a pseudo-reflection group was observed in §14-2. The invariants of 
GL(V) were studied in Dickson [1] and, as a result, are called the Dickson invari­
ants. We shall follow the treatment of Dickson's argument as given in Wilkerson 
[1]. See also Steinberg [5]. 

Consider the polynomial 

f(X) = IT (X - v) = to + fiX + ... + hnXqn 
vEV 

in S(V)[X]. The coefficients {fi, ... , fn} are obtained by multiplying out the 
product n vEV (X - v) and collecting terms according to the power of X involved. 
We have 

f; E S(V)GL(V). 

For, f; is a symmetric polynomial in the nonzero elements of V, and these nonzero 
elements are permuted by each 'P E GL(V). Consider, in particular, the coeffi­
cients 

In this section we shall prove: 

Theorem (Dickson) S(V)GL(V) = f[Xl, ... ,xn ]. 

We begin by comparing f(X) to another polynomial. Let {tl' ... ,tn } be a basis 
of V. Consider the determinant 

tn Xl t~ ~ 
t~ xqn 

Here we are working with coefficients in the polynomial ring S(V)[X]. If we ex­
pand A along the last column, then A is a polynomial of the form 

n 

A(X) = ~)-lt-iCiX( 
i=O 

Next, we pass from S(V) to 

K = the field of fractions of S(V) 

and work in K[X]. By using column operations, it is easy to see that 

A( v) = 0 for all v E V. 
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For, if we replace X by v in the above matrix, then the last column is a linear 
combination of the other columns. We use the same coefficients as used to write 
vas a linear combination of {th ... , tn}. For, suppose that v = Cltl + ... + cntn, 
where Ci E IF. Since XI = x for all x ElF, it follows that 0 i = CI (td qi + ... + Cn (tn)qi 
for each 0 SiS n. 

Thus f(X)I~(X) in K[Xl. Since f(X) and ~(X) are polynomials of the same 
degree and f(X) is monic, we must have 

~(X) = cnf(X). 

Moreover, 

The equality in (**) is true by definition. Regarding the inequality, it suffices to 
show 

det[tj'J = II(altl + ... + antn), 

where (ah ... ,an) ranges through all nonzero tuples where the last nonzero ai 
is 1. By column operations, we show that each altl + ... + antn, and hence their 

product, divides det[tj'l. Moreover, det[tj'J and I1(altl + .. ·+antn) have the same 
n-l 

degree and the monomial tlti ... t~_1 occurs in both with the same coefficient 
(= 1). So they are equal. Now let 

R = the subalgebra of S(V) generated over IF by {XI, ... , xn }. 

It follows from (*) and (**) that f(X) E R[Xl. Since all the elements of V are 
roots of f(X), it follows that: 

Lemma A S(V) is integral over R. 

Since S(V) has transcendence degree n, it follows from Lemma A that R has 
transcendence degree n. Since R is generated by {XI, ... , xn }, it follows that: 

Corollary R = IF[Xh ... ,xnl. 

We have IF[xl, ... ,xnl c S(V)GL(V). Let 

IF(Xh ... ,xn) = the fraction field oflF[xl, ... ,xnl. 

To prove IF [XI , ... ,xnl = S(V)GL(V), it suffices to show S(V)GL(V) c IF(XI, ... ,xn). 
For, by Lemma A, S(V)GL(V) is integral over IF[Xh ... ,xnl. And, since IF [XI , ... ,xnl 
is polynomial, it is integrally closed in its field of fractions. (Integral closure, in 
particular the fact that polynomial algebras are integrally closed, is discussed in 
part (b) of§19-l.) 

To prove S(V)GL(V) C IF(XI, ... ,xn ), it clearly suffices to prove: 

Lemma B KGL(V) = IF(XI, ... ,xn ). 
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Proof First of all, the extension 

is Galois because K is the splitting field of j(X) over f(x\, ... ,xn). So the exten­
sion is normal. Also, j(X) = TIVEV(X - v) is separable. So we have 

where G = the Galois group of the extension. To prove Lemma B, we must show 
G = GL(V). Since the action of G on V determines the action on K, we have 
G C GL(V). Since the action ofGL(V) on V, and hence on K, is faithful, we also 
have GL(V) C G. • 
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17 Poincare series 
In this section, we introduce the concept of the Poincare series of a graded algebra 
and illustrate how it can be used to analyze the structure of rings of invariants. 
The main structural result is Molien's theorem, which is obtained in §17-2. The 
remaining sections are applications of that theorem. In particular, Molien's the­
orem is used in § 17 -3 to demonstrate how pseudo-reflections arise naturally in 
invariant theory. This is the first indication of an intrinsic relation between in­
variant theory and pseudo-reflections. Much of the remainder of this book will be 
concerned with the invariant theory of pseudo-reflection groups. 

17 -1 Poincare series 

A very useful way of gaining insight into the structure of rings of invariants is 
through their Poincare series. A IF vector space M is graded if there exists a de­
composition M = EBiEl Mi, where each Mi is a subvector space. A graded IF 
vector space M = EBiEZ Mi is connected if Mi = 0 for i < o. It is of finite type if 
dimlF Mi < 00 for all i. Notably, the symmetric algebra S(V) = EBj:o Si (V) and 

the ring of invariants S(V) G = EB j:o Sp (V) are graded, connected IF vector spaces 
of finite type. Given a graded, connected IF vector space M of finite type we can 
define its Poincare series 

00 

Pt(M) = 2: (dimlF Mi)ti. 
i=O 

Poincare series satisfy both additive and multiplicative properties. Let M, M I, M" 
be graded connected IF vector spaces of finite type. Then: 

Multiplicative Property: Pt(M ®1F M') = Pt(M)Pt(M' ). 

Additive Property: If 0 -+ M' -+ M -+ M' -+ 0 is an exact sequence (i.e., 
M I C M is a subvector space and M" = M / M I, the quotient vector space) then 

In particular, this identity holds for direct sums M = M' EEl M'. 

So 

Regarding the multiplicative property, M ®1F M' is defined by the rule 

(M®IFM'h = 2: Mi ®JFMj. 
i+j=k 

dimF(M ®1F M'h = 2: dimF(Mi) dimlF(M' ). 
i+j=k 

R. Kane, Reflection Groups and Invariant Theory
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Examples of Poincare Series 

Example 1: Let M = IF[xj/(xn+1), where deg(x) = 1. Then 

Example 2: Let M = IF[x]j(xn+1), where deg(x) = d. Then 

Example 3: Let M = IF[x], where deg(x) = d. Then 

d 2d 1 Pt(M) = 1 + t + t + ... = --d. 
1 - t 

Example 4: Let M = IF[Xl, ... , xn ], where deg(xi) = di• We can write 

181 

Example 3, with the multiplicative property of Poincare series, then tells us that 

Pt(M) = [1 ~ tdl ] [1 ~ t d2 ] ... [1 ~ tdn ] . 

Example 5: Let V be an n-dimensionallF vector space and let G C GL(V) be a 
finite nonmodu1ar subgroup. By Theorem 16-4B, we can write 

S(V)G = EB1F[x)' ... ,xnlai. 
i=1 

So z=S tdeg(a i ) 

P (S( V) G) _ =-=,,~i=--,-1 --:--:--:-
t - rr=1 (1 - tdeg(xil)· 

17 -2 Molien's theorem 

Molien's Theorem provides a very useful description of the Poincare series of a 
ring of invariants. It states: 

Theorem (MoHen) Let V be a finite dimensionallF vector space. Let G C GL(V) 
be a finite non modular subgroup. Then 



182 V. Rings of invariants 

Before proving the theorem, we shall give two concrete illustrations of its use­
fulness. These two examples will also make clear exactly how the notation in 
Molien's theorem is to be interpreted. 

Example 1: Let V = fx ED Fy, where char f :f 2 and let Z/2Z c GL(V) be 
the subgroup generated by T = [~A]. SO T interchanges x and y. Consider the 
following chart: 

I det(l - cpt) I 
1= 
T= 

By Molien's theorem, 

P (S(V)G) = ~ [ 1 + _1_] = 1 . 
t 2 (1 - t)2 1 - t2 (1 - t)(1 - t2) 

This suggests that S(V)G should be of the form f[fi, fi], where deg(fi) = 1 and 
deg(fi) = 2. This is exactly what happens. There are two obvious invariants: 

fi = x + y and fi = xy. 

Since the subalgebra f[fi, fi] c S(V)G has the same Poincare series as S(V)G, it 
follows that S(V)G = F[fi, fi]. 

Example 2 (Stanley [I)): Let V = Fx E6 Fy, where charf :f 2 and let Z/4Z C 
GL(V) be the subgroup generated by 6 = [.!! 1 A]. This time we have the chart: 

I det(l - cpt) I 
1 

1 = 0 1 

6 = [ 0 1] 
-1 0 

62 =[-10] o -1 

By Molien's theorem, 

P (S(V)G) = ~ [ 1 + _2_ + _1_] _ 1 + t4 

t 4 (1 - t)2 1 + t2 (1 + t)2 - (1 - t2)(l - t4)" 

Keeping in mind the Cohen-Macauley property of S(V)G, the above Poincare se­
ries suggests that S(V)G should be of the form 

S(V)G = f[fi, fi] + .t3f [fi, fil. 
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where 
deg(fd = 2, deg(t2) = 4 and deg(h) = 4. 

And this is exactly what happens. We have a subalgebra in S(V)G of the form 
f[ji,fiJ + j3f[ji,fiJ given by the polynomials 

ji=~+l 

fi =~l 

f3 = x3y -xl. 

By comparing Poincare series, we see that this sub algebra must be all of S(V)G. 
Since we have the relation fl = R fi - 4fi, we can also rewrite S(V)G as 

S(V)G = IF[X, Y, ZJ . 
(Z2 - X2y + 4y2) 

As the above examples illustrate, Molien's theorem is very useful for calculating 
rings of invariants. We now set about proving the theorem. If V is a f vector space 
and c.p: V ~ V is a linear map, we use 

to denote the induced maps on the graded components of S(V). Molien's theorem 
is based on the following trace formula. 

Proposition A Given a finite dimensional JF vector space V and a linear map c.p: 
V ~ V, then 

00 . 1 L tr(c.pdt' = d ( ). 
;=0 et 1 - c.pt 

Proof We shall work in the algebraic closure if of JF. Then V has a basis 
{tt. ... ,tn } with respect to which the matrix of c.p is upper triangular, i.e., 

o 
c.p= 

We can write S(V) = iF[tl, ... ,tnJ. So S;(V) has a basis {t{1 ... t~n I h + ... + jn = 
i}. If we order this basis correctly (lexicographically! See Remark, below), then c.pi 
is represented by an upper triangular matrix with {A{I ... )..hn I h + ... + jn = i} 
down the diagonal. So 

\ h ... \ jn 
Al An' 



184 V. Rings of invariants 

It follows that 
00 00 

L tr('Pi)ti = L [ L A{l ... A~n] t i 

i=O i=O h+oo·+j.=i 

= [L A{lth ] ... [L A~.tjn] 
h j. 

1 1 1 
- 1 - Alt' .. 1 - Ant = det(1 - 'Pt)' • 

Remark: The lexicographic ordering mentioned in the above proof is defined as 
follows: given two monomials t;l ... t~n and ttl . .. t~n in Si(V), we say that 

if there exists k such that is = js for s > k, but ik < A. For example, tl < t2 < 
... < tn· 

Our second proposition is the means by which the above trace formula is trans­
lated into Molien's theorem. We use representation theory, as outlined in Ap­
pendix B, to relate invariants and traces. 

Proposition B Given a finite dimensional f vector space W, and a finite nonmodu­
lar subgroup G C GL(W), then 

dimFWG = I~I Ltr('P)' 
<pEG 

Proof The hypothesis ensures that Maschke's theorem from Appendix B applies. 
So if we regard W as a G module, then we can decompose W as a direct sum of 
irreducible G modules. In particular, the irreducible trivial representation ('P' x = 
x for all x E W) is one-dimensional and W G is the sum of copies of this irreducible 
representation. If we let 

X = the character of p: G -t GL(W) 

£ = the character of the irreducible trivial representation 

i.e., £('P) = 1 for all 'P E G, 

then the standard inner product for characters 

1 
(X, £) = TGf L X('P)£('P) 

<pEG 

counts the number of copies of the irreducible trivial representation in p. So we 
have 

dimF WG = (X, £) = I~I L X('P)£('P) = I~I L X('P)· 
<pEG <pEG 

• 
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Proof of Molien's Theorem For each lP: V ---+ V, we have the induced maps 

By Proposition B, we have the identity 

Consequently, 

00 . 00 1 
Pt(S(V)G) = L[dimSY(V)]t' = L TGI Ltr(lPi) by(*) 

i=O ~o 9EG 

1 00 . 1 1 
= TGI L [L tr(lPi)t l

] = TGI L detO _ lPt ) by Proposition A. 
yEG 1=0 yEG 

Poincare Series of S(V*)G If we consider the invariants S(V*)G obtained from 
G C GL(V), then we obtain the slightly different identity 

This difference can be traced to the identity 

(lP . x, y) = (x, lP- 1 • y) 

from §16-1. 
Since we are summing over all elements of G, the right-hand side of the Molien 

identity for Pt (S(V)G) and Pt (S(V* )G) is the same, i.e., both R = S(V)G and 
R* = S(V*)G have the same Poincare series in the nonmodular case. See § 18-1 for 
an application of this fact. 

17 -3 Molien's theorem and pseudo-reflections 

We can use Molien's theorem to provide a link between invariant theory and 
pseudo-reflections. We finish this section by proving that information about the 
pseudo-reflections of G C GL(V) is present in the Poincare series of the ring of 
invariants S(V)G. The implications of this relation will be demonstrated in the 
next section. 

We shall only consider the nonmodular case. So assume that V is a finite di­
mensionallF vector space, and that G C GL(V) is a finite nonmodular subgroup. We 
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can use Molien's theorem to obtain an expansion of Pt (S(V)G) as a Laurent series 
in the variable (1 - t). 

Lemma Pt(S(V)G) = I~I [(l~t)" + (l:"t)"'-, + ... ],wheren=dimFVand 

2Cn- 1 = the number of pseudo-reflections in G. 

The rest of the section is devoted to the proof of this lemma. We have, by 
Molien's theorem, the equality 

Pt(S(V)G) = I~I L det(1 ~ cpt)' 
'PEG 

We prove the lemma by expanding the right-hand side of this equality as a Laurent 
series in the variable (1 - t) and explicitly determining the first few coefficients. 
We have, for each cp E G, a decomposition 

det(1 - cpt) = f(t)(1 - t)k 

into relatively prime factors, where 

k = dimF V'P. 

It follows that we can write 

1 1 1 '" 1 IGf L det(1- cpt) = (1 - t)n + ~ (1 - t)n-l(1 - ~st) + ... , 
'PEG s 

where s ranges through the pseudo-reflections of G and ~s is the nontrivial eigen­
value of s. Consequently, we have a Laurent series expansion 

1 '" 1 1 Cn- I IGf ~ det(1 - cpt) = (1 - t)n + (1 - t)n-I + ... , 
'PEG 

where Cn- I also appears in the expansion 

'" 1 Cn- I Cn- 2 7 (1- t)n-I(1- 0) = (1 - t)n-I + (1- t)n-2 + .... 

To determine Cn-I> multiply by (1 - t)n-I and let t = 1. We obtain 

1 L 1- (: =Cn- I . 
5 '>5 

Now, s is a pseudo-reflection if and only if S-I is a pseudo-reflection. Thus we can 
rewrite the above as 

L 1 _leI = Cn-I' 
5 5 

Adding the last two equations and using the identity 

1 1 
--+ =1 
1 - ~s 1 _ ~;I ' 

we obtain 2Cn- 1 = the number of pseudo -reflections in G. 
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17-4 Polynomial algebras as rings of invariants 

We now use the machinery of Poincare series to deduce important relations be­
tween the structure of the group G C GL(V) and the structure of its ring of in­
variants S(V)G. We are mainly concerned with the case of S(V)G being a poly­
nomial algebra. In each argument that follows, the technique will be to compare 
two different expressions for the Poincare series of S(V)G. The expressions will be 
Laurent series expansions in the variable (1 - t), with one of the expressions being 
given by the lemma from §17-3. We shall compare the coefficients of 1/(1 - t)n 
and of 1/(1 - t)n-I from the two different expressions. 

Theorem A Let V be a finite dimensionallF vector space. Let G C GL(V) be a finite 
nonmodular subgroup. Suppose 

S(V)G = IF[xl> ... ,xnl where di = degxi. 

Then 

(i) IGI = d l ... dn; 

(ii) the number of pseudo-reflections in G is (d l - I) + ... + (dn - I). 

Proof (i) As in Example 4 from §17-1, we can write 

( G) 1 1 
Pt S(V) = IT7=1(1-td;) = (1-t)nIT7=1(1+t+ ... +td;-I)" 

On the other hand, by Lemma 17-3, we can write 

P SV -- + + ... ( G) 1 [1 Cn- I ] 
t () - IGI (1 - t)n (1 - t)n-I ' 

where 2Cn- 1 = the number of pseudo-reflections in G. If we equate the two 
expressions for Pt (S(V)G) and multiplies by (1 - t)n, then we obtain 

1 1 
IT n d 1)=-II[l+Cn- I (1-t)+ ... J. i=1 (1 + t + ... + t ;- G 

This can be rewritten as 
n 

I GI = [II (1 + t + ... + td; -I)] [1 + Cn- I (1 - t) + ... 1· 
i=1 

Letting t = 1, we have IGI = IT7=1 di• 

(ii) If we take equation (*) from above and differentiate with respect to t (using 
logarithmic differentiation), then we obtain 

1 [ ~ 1 + 2t + ... + (di - I)td;-2] 
IT~- (1 + t + ... + td;-I) - ~ 1 + t + ... + td;-I 

.-1 .=1 

1 
= TGf[-Cn- 1 - 2Cn- 2(1- t) - ... J. 
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Letting t = 1, we have 

1 1 [t di (di ~ 0]. TGTCn-l = (rr=l di) i=l 2d, 

Hence, 
n 

2Cn- 1 = 2)di - O. • 
i=l 

See §31-1 for a significant generalization, due to Solomon, of Theorem A. 

We next produce a technical, but useful, extension of Theorem A. Given a finite 
group G C GL(V), we know from the Noether normalization theorem (see §16-4) 
that there exists a polynomial subalgebra IF[Xl, ... , xnl C S(V)G such that S(V)G 
is finite over IF[Xl, ... ,xnl. 

Theorem B Let V be a finite dimensionallF vector space. Let G C GL(V) be a finite 
nonmodular subgroup. Given IF[Xl, ... ,xnl C S(V)G, suppose S(V)G is finite over 
IF[Xl, ... ,xnl. Let di = degxi. Then 

(i) IGI divides d1 ••• dn 

(ii) S(V)G = IF[Xl' ... ,xnl if and only iflGI = d1 ... dn. 

Proof Lemma 16-4 demonstrates that S(V)G is free over IF[xJ, ... ,xnl. Write 

So 

5 

S(v)G = EBlF[Xl, ... ,xnlO:i. 
i=l 

G tdeg(a;) + ... + tdeg(a,) 

pt(S(V) ) = IT ( d) i=l 1 - t, 

By mimicking the proof of Theorem A, we obtain 

Then (i) and (ii) follow. 

17 -5 The algebra of covariants 

The algebra of covariants is the quotient algebra S(V) / J, where 

I = the ideal of S(V) generated by S(V)~ = L Sk(V)G. 
k~l 

• 

In other words, J is generated by the homogeneous elements from S(V)G of posi­
tive degree. 
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In this section, we shall study the relation between the structure of S(V) / I and 
the structure of S(V) as a module over S(V)G. This relation will play an important 
role in future chapters, appearing prominently in Chapter 18. It will be further 
analyzed in Chapters 25 and 26. This section will be devoted to proving: 

Theorem Let V be a finite dimensional IF vector space. Let G C GL(V) be a finite 
non modular subgroup. Then dimf S(V)/I 2: IGI with equality if and only ifS(V) is 
a free S(V)G module. 

This theorem will be used in §26-5. We begin the proof of the theorem with a 
standard algebraic fact. 

Lemma If {eq} is a homogeneous IF basis of S(V)/I, and {eq} are homogeneous 
representatives in S(V), then {eq} generate S(V) as a S(V)G module, i.e., 

S(V) = L S(V)Geq . 
q 

Proof By induction on degree. Given f E Sk(V), we can expand 

f = L Aqeq + d, where Aq E IF and d E h. 
q 

By the definition of I, we can also expand 

d = L Cidj, where Ci E Si(V) and dj E Sj(V)G. 
i+j=k 

Deg dj > 0 implies deg Ci < k. By induction, each Ci belongs to the S(V)G module 
generated by {eq }. Hence, d and f belong as well. • 

The Poincare series results of the previous section will playa key role in our 
arguments. In proving the theorem, it will be convenient to adopt the following 
inequality relation for elements in the power series ring 1:[ [t JJ. 

Definition: Givenf(t),g(t) E 1:[[tll with expansions 

then f(t) :S g(t) if f; :S gi for all i. 

Remark: If f(t) and g(t) are polynomials, then f(1) and g(l) are well defined. 
Moreover, if f(t) and g(t) are polynomials with positive integer coefficients and 
f(t) :S g(t), then 

f(l) :S g(1) 

f(t) =g(t) if and only if f(l) =g(l). 
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Proof of Theorem Let P(t) = the Poincare polynomial ofS(V)/I and, as in Ex­
ample 5 from §16-1, let 

nn ~(t) do) = the Poincare polynomial ofS(V)G. 
i=l 1- t I 

By the above lemma, any homogeneous set r of representatives in S(V) of an f 
basis of S(V) /1 generates S(V) as a S(V)G module. In other words, 

and, so, we have the inequality of power series 

with equality if and only if S(V) is a free S(V)G module. We can simplify to obtain 
the inequality of polynomials 

(**) IT (1 + t + ... + td;-l) $ f(t)P(t). 

And, again, we have equality if and only if S(V) is a free S(V)G module. Next, we 
substitute t = 1 into this inequality and obtain 

IT di $ f(l)P(l). 

By the remarks preceding the proof, we have equality for (**) if and only if we 
have equality for (* * *). Thus n di = f(l)P(l) if and only if S(V) is a free S(V)G 
module. 

We can make further alterations in (* * *). We have the identity 

P(1) = dimF S(V)/I. 

Also, if we let 
s = f(1), 

then, by the argument used to prove Theorem B of§17-4, we have n di = siGI. 
By substituting these identities into (* * *), we obtain the inequality 

with equality if and only if S(V) is a free S(V)G module. Lastly, cancel s. • 
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18 Nonmodular invariants of pseudo-reflection groups 
This chapter proves a remarkable correspondence arising from the work of Cheval­
ley [11. It will be shown that, in the nonmodular case, the ring of invariants of a 
finite pseudo-reflection group is a polynomial algebra and, furthermore, that this 
property actually characterizes nonmodular finite pseudo-reflection groups. 

18-1 The main result 

The concept of a graded polynomial algebra f[Xl, ... , xn1 was introduced in §1-7. 
Most of this chapter is devoted to proving 

Theorem (Chevalley-Shephard-Todd-Bourbaki) Let V be a finite dimensional 
vector space over a field f. Given a finite nonmodular subgroup G C GL(V), then G 
is a pseudo-reflection group if and only lfS(V)G is a polynomial algebra. 

In view of the discussion from § 17 -4, if G c GL(V) is a finite pseudo-reflection 
group, where char f does not divide I GI, and if we write 

S(V)G = f[Xl, ... ,xn1 where di = degxi, 

then: 

Corollary A 

(iJ IGI = I17=1 di; 
(ii) the number of reflections in G is L:~=l Cdi - 1). 

The integers {db ... ' dn} are called the degrees of G, whereas the integers 
{ml, ... , mn}, where mi = di - 1, are called the exponents of G. The choice of 
the algebra generators {Xl, ... , xn} is far from unique. On the other hand, an ar­
gument using Poincare series easily establishes that the degrees {d l , ... , dn}, and, 
hence, the exponents {ml, ... ) mn }, are unique (see, for example, the discussion 
at the end of § 17 -2). Much of the discussion in subsequent chapters will be focused 
on ways of calculating the degrees/exponents of pseudo-reflection groups. In par­
ticular, in the last section of this chapter, we show that we already have enough 
information to make significant statements about the degrees of Euclidean reflec­
tion groups. 

Remark 1: The theorem above only partly extends to the modular case. S(V)G 
polynomial forces G to be a pseudo-reflection group but, conversely, the invariants 
of a pseudo-reflection group need not form a polynomial algebra. This will be 
discussed in Chapter 19. 

Remark 2: If we dualize and consider the action of G on V*, then G C GL(V*) is 
also a pseudo-reflection group and, so, the ring of invariants S(V*)G is a polyno­
mial algebra as well. There is a close relation between the two polynomial algebras 
S(V)G and S(V* )G. Write 

R. Kane, Reflection Groups and Invariant Theory
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Let 
dj = degxj and di = degai. 

We want to point out a fact that will be used in §32-3, namely the degrees 
{db' .. ,dn } of S(V)G and {dt, ... ,dn of S(V*)G are the same. In other words, 
k = n and, further, we can arrange the generators so that dj = di. We now justify 
this fact modulo one result that will not be established until §23-2. It was ob­
served at the end of §17-2 that S(V)G and S(V*)G have the same Poincare series. 
Moreover, by Example 4 in §17-1, the Poincare series of S(V)G and S(V*)G can be 
written 

Pt (S(V)G) = 1 
(1 - tdl )(1 - td2 ) ... (1 - tdn ) 

Pt (S(V* )G) = d'!' d' . (1 - t I )(1 - t 2 ) ... (1 - t k ) 

Thus (1-tdl )(1-td2 ) ... (1-tdn ) = (1_td~)(1_td;) ... (1-td:). But Lemma 23-
2 shows that a decomposition of the form f(t) = (1 - t)el (1 - t2Y2 ... (1 - tkYk 
is unique. Thus the sets {d" ... ,dn } and {dr, ... ,dn must agree. 

The rest of this chapter is devoted to the proof of the main theorem. We shall 
prove the equivalence of the following conditions: 

(i) G C GL(V) is a pseudo-reflection group 
(ii) S(V) is a free S(V)G module 
(iii) S(V)G is a polynomial algebra. 

After developing some machinery in §18-2, we shall prove in §18-3 that S(V) is a 
free S(V)G module when G C GL(V) is a nonmodular pseudo-reflection group. 
In §18-4, we shall show that S(V) being a free S(V)G module forces S(V)G to be 
polynomial. In § 18-5, we shall prove that S(V)G polynomial forces G C GL(V) to 
be a pseudo-reflection group. 

Throughout this chapter, we shall make the assumption that V is a finite di­
mensional vector space over the field f, and G C GL(V) is a finite nonmodular 
subgroup. 

Notation: In order to simplify notation, we also let 

S = S(V) and R = S(V)G 

I = IG = the graded ideal of S generated by R+ = L Rj. 
j2:' 

18-2 The ~ operators 

For each pseudo-reflection s: V -+ V, we can define an operation 

~: S-+ S 
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that lowers degree by 1. Recall, from §14-3, that 5 has a decomposition 

5 • x = x + ~(x)a 

for all x E V. Here a generates Im(s - 1) and 

~: V -+ IF 

is a linear form. The operation ~: 5 -+ 5 will be an extension of this linear form. 
We define ~: 5 -+ 5 by demanding that (*) hold for an arbitrary x E 5. We can 

use the multiplicative identity s· (xy) = (5· x)(s· y) to extend the decomposition 
(*) from s· x and s· y to s· (xy). Namely, if 

then 

s· Xj = Xj + )\ja and s· Xz = Xz + Aza, 

s· (XjXz) = (5· xd(s· Xz) = (Xj + Aja)(xz + Aza) 

= XjXZ + (XjAZ + AjXZ + AjAza)a. 

Since 5 is generated, as an algebra, by 5 j = V, such a decomposition of 5 . x is 
thereby forced for every x E 5. 

The operations ~ are twisted derivations, namely they satisfy: 

LemmaA For any x, y E 5, ~(xy) = ~(x)y + (5· x)~(y). 

Proof From (*), we have the identities 

5 • X = X + ~(x)a 

s· y = y + ~(y)a 

s· (xy) = xy + ~(xy)a. 

The multiplicative identity s· (xy) = (5· x)(s . y) then gives us 

~(xy) = ~(x)y + x~(y) + ~(x)~(y)a. 

Combining this with the first identity, we have the lemma. • 
Now assume that 5 E G. If we consider 5 as an R module through the inclusion 

5 c R, then we also have: 

Lemma B ~: 5 -+ 5 is a map of R modules, i.e., for any x E Rand y E 5 we have 

~(xy) = x~(y). 
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Proof This follows from Lemma A, and the fact that .6.(x) = 0 and s . x = x, 
since x E R. • 

It follows from Lemma B that the .6. operation associated to each s E G induces 
a well-defined map on the quotient algebra 5/1. The action of.6. on 5/1 is highly 
nontrivial. The following fact will play an important role in §18-3. 

Lemma C Assume that G C GL(V) is a pseudo-reflection group. If 0 =I- x E 5/1 
is a homogeneous element of degree> 0, then there exists a pseudo-reflection s E G 
such that its associated twisted derivation .6. satisfies .6.(x) =I- o. 

Proof We shall show that .6.(x) = 0 for all twisted derivations .6. forces x = 
O. First of all, .6.(x) = 0 for all twisted derivations .6. is equivalent to asserting 
that s . x = x for all pseudo-reflections s E G. Since G is generated by pseudo­
reflections, we have 

r.p . x = x for all r.p E G. 

Averaging (here we are using the assumption from §18-1 that char f does not di­
vide IGI), we obtain 

1 
Av(x) = IGf l: r.p. x = X. 

<pEG 

Since ImAv = R in 5, it follows that Av = 0 in 5/1. So x = 0 in 5/1. • 
18-3 5 as a free R module 

We know from the proof of the Cohen-Macauley theorem in §16-4 that S is a 
finitely generated R module. In other words, 5/1 is a finite dimensional f vector 
space. This result only depends on G being a finite group. We now prove: 

Proposition If G c GL(V) is a finite pseudo-reflection group, then 5 is a free R 
module. 

To prove the proposition, regard 5/1 as a graded IF vector space. Pick a basis 
{eq} of 5/1 and let { eq} be representatives in 5 for these elements. It was shown in 
Lemma 17-5 that 5 is generated, as an R module, by {eq}. The following lemma 
shows that, in the pseudo-reflection case, 5 is actually freely generated as an R 
module by { eq}. In all that follows, we shall deal with homogeneous elements in 
5 and 5/1. 

Lemma If {eq} is a homogeneous basis of 5/1, and {eq} are homogeneous represen­
tatives in 5, then the elements { eq} are independent over R. 

Proof First of all, given any relation 

where 0 =I- Xi E R, then 

the elements {Xi} are linearly dependent over IF. 
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For, assume that degeql = d is maximal among {degeqJ. By Lemma lS-2C, we 
can find twisted derivations {~l' ... ' ~d} such that 

satisfies 0 #- ~(eql) E 50 = IF. If we apply ~ to relation (*), then, by Lemma lS-
2B, we obtain 

Moreover, 

~(eq,) = 0 if degeq; < d 

~(eq,) E IF if deg eq; = d. 

Since ~ (eql ) #- 0, we have a nontrivial IF linear combination among the {Xj}. 
Now, suppose that a relation of the form (*) exists. Pick such a relation involv­

ing a minimal number of elements for any choice of {eq} and {eq}. Then (**) 
implies that we can write 

where Aj E IF and £ ~ 2. And relation ( *) can be rewritten 

xzez + ... + xeee = 0, 

where 

So we have contradicted the minimality of our choice of relation. Thus no relation 
of the form ( *) can exist. • 

18-4 R as a polynomial algebra 

In this section, we prove: 

Proposition If 5 is a finitely generated free R module, then R is a polynomial algebra 
IF[fi, ... ,Jfl. 

First of all, we must choose the generators {fi, ... , Jf}. By § 16-5, R is finitely 
generated as an algebra. Let {fi, ... , Jf} be a minimal generating set of R. Next, 
we want to show that {fi, ... , Jf} are algebraically independent. We do this by 
showing that any algebraic relation between {fi, ... , Jf} forces a linear relation 
over R between the elements {fi, ... ,Jf}. Namely, for some i, we can write Ii as an 
R linear combination of {jj} Ni. This contradicts the minimality of {fi, ... , Jf}. 
So no such algebraic relation can exist. 
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We shall do the proof twice. First of all, we do the proof with a simplifying 
hypothesis. Then we make the necessary alterations so that the proof works with­
out the hypothesis. In all that follows, we assume that P is a nonzero polynomial 
giving an algebraic relation between {/I, ... , it}, i.e., 

P(ft. ... , it) = o. 

We write 

and let 

Pj = ;~ (1 < i <.e) and fij = ~~ (1:::; i :::; .e, 1 :::; j :::; n) 

denote the formal derivatives of the polynomials P = P(/I, ... , ft) and fi 
fi(tl, ... ,tn ). 

Part I: Simplified Proof We first produce an R linear relation between the gen­
erators {/I, ... , it} under the assumption that no proper subset of {PI, ... , Pl} 
generates the ideal (Pt. ... , Pd c S. There is no reason to assume that this min­
imality assumption is always true. In Part II, we shall drop this assumption and 
give the general proof. So the strategy of our proof is heuristic. We want to begin 
with a simpler and, hopefully, clearer proof before giving the general proof. 

If we can show that, for all i, j: 

Lemma A fij E the ideal (/I, ... , it) c S. 

Then we can force the desired type of R linear relations among the elements 
{/I, ... , it} because we have the Euler identity 

Moreover, we can always choose i such that 

dj =I 0 

in IF. This only needs comment for char IF = P > O. In order to show that one 
of the algebra generators of R = SG has degree =I 0 (mod p), it suffices to show 
that R has a nontrivial element of degree =I 0 (mod p). We are assuming that 
IGI ::J. 0 (mod p). The desired result then follows from the fact that, for all x E V, 
I1cpEG(IP . x) has degree IGI and is invariant under G. 

It follows from (*) and (**) that we can expand fi as an S linear combination 

fi = L Ajh, where Aj E S 
ji-j 
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of the elements {jj h;ii. (Expand each f; j as an S linear combination of 
{fi, ... , !R}, substitute into the RHS of (*) and take the component of degree 
di .) 

Lastly, the terms Ai in (* * *) actually belong to R. For, by the Cohen-Macauley 
property of § 16-4, S is a free R module, i.e., 

And it can always be arranged that one of the summands is the canonical inclusion 
ReS, i.e., ek = 1 for some k. Now consider (* * *). We have f; ERe S. 
So if we expand the coefficients {A j} in the RHS of (* * *) with respect to the 
decomposition S = EBk Reb and take the components lying in the summand 
ReS, we have the desired relation 

f; = L \jjj, where \j E R. 
jii 

Thus we are left with proving Lemma A. 

Proof of Lemma A Since f; j E S = EBk Reb we can expand 

(i) f;j = Lk Pijkeb where Pijk E R: To prove the lemma, it suffices to show 

degpijk > 0 

for each k. Because the {fi} generate a polynomial subalgebra of S, if we 
differentiate P(fi, ... , !R) = 0 with respect to tj' then the chain rule gives 

(ii) Li Pif;j = 0: Substituting (i) into (ii), we have 

Since S is freely generated over R by {ed, we have 
(iii) Li PiPijk = 0 for each k: These identities force degpijk > 0 whenever 

Pijk =f O. Otherwise, Pijk would be a constant and Pi would be an S linear 
combination of {Pj} #i. This contradicts our assumption that {PI, ... , Pe} 
is a minimal generating set of (PI, ... , Pf). • 

Part II: General Proof We now turn to the general proof. Although the previous 
assumption no longer holds, we can always order {PI, ... , Pe} in such a way that 
there exists m < C so that, among the subsets of {Ph' .. , Pe}, the set {PI, ... , Pm} 
is a minimal generating set of the ideal (PI, ... , Pe) C S. 

Then for j > m, we can write 

m 

Pj = LOijP;' 
;=1 
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Ifwe define 
t 

Fij = fij + L air/rj, 
r=m+1 

then the Euler identity can be rewritten as 

t 

ddi = LFijtj - L drair/rj. 
r=m+1 

This follows from the sequence of identities 

t 

difi = Lfijfj = L[Fij - L airfrjh 
j j r=m+1 

t 

= LFijtj - L[ L air/rjh 
j j r=m+l 

t 

= LFijfj - L air[L/rjfj] 
j r=m+1 j 

t 

= LFijtj - L air(dr/r). 
r=m+l 

As in Part I, it now suffices to prove: 

Lemma B Fij E the ideal (II, ... ,ft) c s. 

Proof The proof ofLemma B is analogous to Lemma A. First of all, we can ex­
pand 

Secondly, by differentiating P, we have 

Ifwe substitute (i) into (ii), we obtain the identities 

(iii) l::'1 PiPijk = O. 

The minimality of {PI, ... , Pm} as a set of generators of (PI, ... , Pt) then forces 
degpijk > 0 whenever Pijk =I O. • 
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18-5 G as a pseudo-reflection group 

In this section, we complete the proof of Theorem 18-1. We shall prove: 

Proposition If R is a polynomial algebra, then G C GL(V) is a pseudo-reflection 
group. 

The proof is a counting argument. Suppose 

R = IF[XI. ... , xn], where di = degxi. 

Let H = the subgroup of G generated by the pseudo-reflections of G. Since IHI 
divides IGI, we have that char IF does not divide IHI. Since we have already proved 
that the invariants of a pseudo-reflection group are polynomial when the order of 
the group is prime to char IF, we can write 

If we let ei = deg Yi, and arrange the integers { d 1, ... , dn} and { el, ... , en} so that 

then they satisfy two relations 

(i) di 2: ei for all i. 

For, since R = SG C SH, di < ei implies that each of {Xl, ... , Xi} can be written 
as polynomials in {YI. ... , Yi-d. This would mean that {XI. . .. , Xj} would not 
be algebraically independent, a contradiction. 

For both G and H contain the same number of pseudo-reflections. By Theo­
rem A of§17-4, the number of pseudo-reflections in G and H is L:7=1 (di -1) and 
L:7=1 (ei - 1), respectively. 

It follows from the relations (i) and (ii) that 

di = ei for all i. 

It then follows from Theorem A of § 17 -4 that 

n n 

IGI = II di = II ei = IHI· 
i=1 i=1 

Since H C G, it follows that H = G. 
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18-6 Invariants of Euclidean reflection groups 

In this section, we demonstrate that, in the case of a Euclidean reflection group 
W C GL(lE), the presence of a W -invariant inner product (_, _) can be translated 
into invariant theory and used to prove several facts concerning the degrees of 
such reflection groups. We shall prove: 

Proposition Let W C GL(lE) be a finite essential reflection group in Euclidean space 
with degrees d1 :::; d2 :::; ••• :::; de. Then 

(i) d1 = 2; 
(ii) IfW is an irreducible reflection group, then di > 2 for i 2: 2. 

Remark 1: Assertion (i) can be strengthened to assert that, among the finite es­
sential irreducible complex pseudo-reflection groups, Euclidean reflection groups 
are distinguished by the fact that d 1 = 2. See the list in Chapter 15 for an empirical 
verification of this fact. 

Remark 2: Assertions (i) and (ii) will be used in Chapter 32 (see, in particular, 
Theorem 32-2C) to demonstrate that Coxeter elements of irreducible Euclidean 
reflection groups are characterized in a simple way by their eigenvalues. This in 
turn is part of a larger program in which invariant theory is used to analyze the 
eigenvalues of elements of pseudo-reflection groups. (See Chapters 33 and 34.) 

Let V be a finite dimensional vector space over the field IF. We begin the proof 
of the proposition by observing that: 

Lemma A The elements from S(V*) of degree 2 can be identified with the quadratic 
forms on V. 

Proof Pick an element q E S(V*) of degree 2. Then 

k 

q = ~=>l:i,8i' whereai,,8i E V*. 
i=1 

If we consider q as a polynomial function q: V ---- JR, then we have 

k 

q(x) = L ai (X),8i (x) for any x E V. 
i=1 

We now show that, if we let 

B(x, y) = q(x + y) - q(x) - q(y), 

then B is bilinear and, so, q is a quadratic form. More precisely, 

B(x + y, z) = B(x, z) + B(y, z) for all x, y, z E V. 
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By the above definitions, and the linearity of OOi and (3i, we can write 

k 

B(x, y) = I)OOi (X)(3i (y) + OOi(y)(3i(X)]. 
i=1 

The equality B(x + y, z) = B(x, z) + B(y, z) then follows from 

OOi(x + y)(3i(Z) + oo;(z)(3i(X + y) 

= [OOi(x) + OOi(y)](3i(Z) + OOi(z)[(3i(X) + (3i(y)] 

= [OOi(x)(3i(Z) + OOi(z)(3i(X)] + [OOi(y)(3i(Z) + OOi(z)(3i(y)]. 

If there is an action of the group W on V, then we can easily extend the above 
lemma to: 

Lemma B The elements from S(V*) W of degree 2 can be identified with the W­
invariant quadratic forms on V. 

The proposition now follows. 

Proof of Proposition By Remark 2 in §18-1, we can deal with the degrees 
{dr, ... ,dk} of S(JE*)G. Regarding (i), asserting that W c GL(JE*) is essential 
is equivalent to asserting that 51 (JE*) = IE* has no invariant elements. So dr ::::: 2. 
Also, the presence of a W -invariant inner product on IE guarantees the existence 
of a nontrivial, W -invariant, quadratic form on IE. So dr ::; 2. 

Regarding (ii), it was explained in the Remark at the end of §2-4 that an irre­
ducible essential reflection group is an irreducible representation. By Corollary B 
in Appendix C, if W acts irreducibly on IE*, then any two W -invariant quadratic 
forms are scalar multiples of each other. 
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The next three chapters will study skew invariants and their role in the invariant 
theory of pseudo-reflection groups. In Chapter 20, we introduce skew invariants 
and explain their relation to ordinary invariants. In particular, we demonstrate 
that the skew invariants are a free module over the ring of ordinary invariants. In 
Chapter 21, the important concept of the Jacobian of a pseudo-reflection group 
is discussed. In Chapter 22, we define the extended ring of invariants of a finite 
group and prove Solomon's theorem describing the structure of this ring in the 
case of pseudo-reflection groups. 

The results of these chapters are preparation for the continued study of invari­
ant theory. In particular, they are used in later chapters to further explore the 
relation between pseudo-reflection groups and the usual ring of invariants. 

213 
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19 Modular invariants of pseudo-reflection groups 
In this chapter, we discuss the modular case of invariant theory. We proved in 
Chapter 18 that, in the nonmodular case, a finite group G c GL(V) is a pseudo­
reflection group if and only if the ring of invariants S(V)G is a polynomial algebra. 
This result is only partly true in the modular case. In § 19-1, it will be shown that, 
if S(V)G is polynomial, then G C GL(V) is a pseudo-reflection group. How­
ever, the converse is not true. There are modular pseudo-reflection groups whose 
ring of invariants are not polynomial. Indeed, the ring of invariants of a pseudo­
reflection group can be quite complex. On the other hand, if we pass from the 
ordinary invariants of a pseudo-reflection group to its "generalized invariants': 
then this invariant theory is much better behaved. These generalized invariants 
will be discussed in §19-2 and §19-3. 

This chapter will not be needed in subsequent discussions. It is intended to 
give a succinct summary of the status of the results of Chapter 18 when passing to 
the modular case. Later chapters will return to the nonmodular case. 

19-1 Polynomial rings of invariants 

The arguments of this section are taken from Serre [1]. We shall prove: 

Theorem (Serre) Let V be a finite dimensional vector space over a field f. Given 
a finite group G C GL(V), if S(V)G is a polynomial algebra, then G is a pseudo­
reflection group. 

This theorem generalizes one of the implications from Theorem 18-1 in that it 
does not use the hypothesis that char f does not divide I GI. The rest of this section 
will be devoted to the proof. The proof will omit some details. Notably, we shall 
cite certain results, such as the Purity of Branch Locus Theorem and Nakayama's 
Lemma, but not prove them. 

We shall assume that G C GL(V) is a finite group, where S(V)G is a polynomial 
algebra. Let 

H = the subgroup of G generated by the pseudo-reflections of G. 

Since pseudo-reflections of G are sent to other pseudo-reflections under conjuga­
tion, it follows that H is a normal subgroup of G. We want to show that H = G. 
The proof will proceed by a series of reductions. We shall consider, in turn, 

(a) localization theory 
(b) ramification theory 
(c) inertia groups 

and reduce the proof of H = G to the assertion that certain (inertia) subgroups 
IG C G and IH( = H n IG) c H satisfy IH = IG. 

(a) Localization A general reference for localization is Atiyah-MacDonald [1]. 
For any integral domain A, we let F(A) denote the quotient field of A. For any 
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integral domain A and any multiplicative set rCA, we can form 

Ar = the localization of A with respect to r. 

If the finite group G acts on A and maps r to itself, then there is an induced action 
on Ar, and we have the identity 

Notably, this gives the identity 

When peA is a prime ideal, and we localize A with respect to the multiplicative 
set r = A - p, we will write Ap' instead of Ar, and call 

Ap = the localization of A at p. 

Observe that Ap is a local ring, i.e., it has a unique maximal ideal, namely the ideal 
pAp generated by p. 

Let m C S be the maximal ideal generated by the homogeneous elements of 
positive degree. (This ideal is the way in which the grading of S is introduced into 
the argument.) Then 

are maximal ideals consisting of the elements of positive degree in SG and SH, 
respectively. Let Q C R be the local rings 

Q = the localization of SG at mG 

R = the localization of SH at mH . 

Reduction I: It suffices to show that Q = R. 

The action of G on S extends to an action on F(S). By Galois theory, H = Gis 
equivalent to F(S)G = F(S)H. We also have the equivalences 

F( Q) = F( (Sm)G) = F(Sm)G = F(S)G 

F(R) = F((Sm)H) = F(Sm)H = F(S)H. 

Here Sm denotes the localization of S at m. In each line, the first equality follows 
from (*) and the second from (**). 
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(b) Ramification Theory To show that Q = R, we use ramification theory. The 
concept of ramification arises in the context of finite extensions A C B of Noethe­
rian, integrally closed domains. Recall from §16-3 that an element x E F(A) is 
integral over A if there exists a monic polynomial f(t) with coefficients in A such 
that f(x) = O. Given an integral domain A, we can form its quotient field F(A). 
A is integrally closed if the only elements of F(A) integral over A consist of A it­
self. Any unique factorization domain (UFD) is integrally closed because, given 
a, b E F(A), any integral relation 

(a/b)n + an-l (a/bt- 1 + ... + al (a/b) + ao = 0 

can be converted to the relation 

inA. So any factor in b must be present in a. Thus b divides a and alb E A C F(A). 
In particular, polynomial algebras iF[Xl, ... , xn] are UFD and, hence, integrally 
closed. Given A C B, a prime ideal q C B divides the prime ideal peA (written 
qlp) if q n A = p. The ideal pB C B can be decomposed 

pB = II qeq 

qip 

as a product of prime ideals. We say that the extension A C B is unramified at 
the prime ideal q C B if, letting p = q n A, we have eq = 1 in the decomposition 
of pB and the finite extension A/pc B / q is separable. The extension A C B is 
unramified if A c B is unramified at all prime ideals q C B. 

We can apply the concepts of ramification to the extension Q C R. For, by the 
results of Chapter 16, this is a finite extension of Noetherian domains. Moreover, 
both Q and R are integrally closed. The integral closure of Q follows from the 
fact that SG is polynomial and, hence, Q is a regular local ring. (See, for example, 
Chapter 11 of Atiyah -MacDonald [1].) The integral closure of R then follows from 
the fact that Q c R is a finite extension. 

Reduction II: It suffices to show that Q c R is unramified. 

If we consider the unique maximal ideals mQ (= mG) C Q and mR (= mH ) C 
R it follows, from Q C R being unramified, that 

Moreover, since Q/mQ = R/mR = IF, we also have the identity 

Now, consider the Q module R/Q. By combining the above identities, we have 

mQ(R/Q) = (mQR + Q)/Q = (mR + Q)/Q = R/Q. 
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It follows from Nakayama's Lemma (see Proposition 2.6 of Atiyah-MacDonald 
[1]) that R/Q = 0, and so Q = R. 

Reduction III: It suffices to show that Q c R is unramified at all minimal prime 
ideals r C R. 

For, the Purity of Branch Locus theorem (see Nagata [1]) then implies that 
Q c R is unramified. 

(c) Inertia Groups We continue to work with ramification theory for finite ex­
tensions of Noetherian, integrally closed domains. Ramification can be measured 
by inertia groups. If A C B is Galois with Galois group G (i.e., A = BC ), then, for 
any prime ideal q C B, we define the inertia group 

1= {ip E G lip· q c q and ip = Ion B/q}. 

The inertia subgroup measures ramification at q. As before, let p = A n q. We 
defineA/p eKe B/qby 

K = the maximal separable sub-extension of A/ p c B/ q. 

Ifwe let 
dq = the degree ofK c B/q, 

then 
III = dqeq. 

In particular, if I is trivial, then A C B is unramified at q. 
We shall deal with the extension Q C R, which has Galois group G/H. We 

want to show that the extension is unramified at any minimal prime ideal r C R, 
i.e., any prime ideal ° =I=- r' ~ r must satisfy r' = r. In order to show that Q C R is 
unramified at r, it suffices to show that the associated inertia group IC/H C G/H 
is trivial. Let 

T = the localization of 5 at m. 

Then we have Q eRe T, where Q C T and ReT have Galois groups G and H, 
respectively. Pick a prime ideal t C T such that 

r = t n R. 

Let 
q = t n Q. 

Then we have the inertia groups Ic, IH, and IC/H of t, q and r, respectively. They 
satisfy the identity 

IC/H = Ic/IH. 

Therefore, we want to show that IH = Ic. From the identity 

it suffices to show that Ic C H. We shall prove a stronger result by showing that: 

Proposition Every nontrivial element otIc is a pseudo-reflection on V. 
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First of all, the action of G on V can be recovered from the action of G on T in 
the following fashion. We have the identity V = m/ (m2 ) and the action of G on T 
induces an action of G on V = m/(m2). This action agrees with the given action 
of G on V. Equivalently, we are given a homomorphism 

e: G-GL(V), 

which agrees with the given inclusion G C GL(V). 
We shall show that, for each cp E IG, if e(cp) =I 1, then e(cp) is a pseudo­

reflection. We have t C m. 

Lemma A The image oft in V = m/ (m2 ) has dimension :<::; 1. 

Proof Given x E t such that x =I 0 in m/(m2 ), then xT is a prime ideal of T 
because T is regular. More precisely, if we filter T by . . . C m2 C meT then the 
associated graded ring gr(T) satisfies 

gr(T) = k[x}, ... ,x,.], 

where {Xi} is an f basis of m/(m2). In particular, we can assume x,. = x. So 
gr(S/xS) = k[Xl, ... ,x,.J. In particular, S/xS is an integral domain. Since xT C t 

is prime, we must have xT = t. Otherwise, t is not a minimal prime. • 
Finally, we have: 

Lemma B Let cp: V - V be a linear transformation of finite order and let LeV 
be an one-dimensional subspace, invariant under cp, such that cp = 1 on V / L. Then 
either cp = 1, or cp is a pseudo-reflection. 

Proof By hypothesis, V = fx E9 fy E9 U, where 

(Here L = fx.) Let 

cp . x = ~x en = 1 

cp·y=y+x 

cp = 1 on U. 

Then cp . z = z. So cp = 1 on the hyperplane H = U + fz and rank( cp - 1) :<::; 1. 

• 
By Lemma A, for each cp E IG, e(cp) E GL(V) satisfies the hypothesis of 

Lemma B. Hence, either e(cp) = 1, or e(cp) is a pseudo-reflection. 
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19-2 Generalized invariants 

We know from §19-1 that only pseudo-reflection groups can have a polynomial 
algebra as their ring of invariants. But not every pseudo-reflection group has poly­
nomial invariants. A standard example of this phenomenon is the invariants of the 
Weyl group W(F4 ). Since this reflection group is defined over Z, we can reduce 
mod p and get an f p reflection group. It turns out that the mod 3 and mod 5 
invariants of W(F4 ) are not polynomial. In particular, when p = 3 we have, by 
Toda [1], 

where 

R = the ideal (x~o - ~X48 - X~X36 + X4~~O)' 

On the other hand, Kac and Peterson have demonstrated that, in a suitably modi­
fied and generalized version, the invariants of a pseudo-reflection group are "poly­
nomial': The main references for their work are Kac-Peterson [1], [2] andKac [1], 
as well as Neumann-Neusel-Smith [1]. They work with what they call the "gen­
eralized invariants" of a pseudo-reflection group. In all that follows, we shall be 
dealing with a finite pseudo-reflection group G C GL(V) for a finite dimensional 
vector space V over the field f p' Besides 5 = 5(V), we let 

I = the ideal generated by 5~ = L sf· 
i~l 

The generalized invariants will be defined below. They form an ideal J C 5 con­
taining the ideal I. We shall demonstrate in §19-3 that J is always generated by 
a regular sequence. So J = (Xl,'" ,xn ), where {Xl>'" ,xn } generates a polyno­
mial subalgebra IFp[XI, .. ' ,xn ] C 5(V). However, the choice of {Xl,'" ,Xn } is 
not canonical. And, thus, IF p [Xl, ... ,xn ] is not canonical. Only the ideal J = 
(Xl, ... ,xn ) is canonical. 

To define the generalized invariants, we use the ~ operations defined as in § 18-
2. For each pseudo reflection 5: V -- V, we have an operation 

~: 5 -- 5, 

which lowers degree by l. The operation is defined in terms of 5: 5 -- 5. Choose 
0: EVe 5 such that Im(5 - 1) = f pO:. Then, for any X 

5' X = X + ~(x)o:. 

The multiplicative relation 5 . (xy) = (5' X)(5 . y) then gives the relation 

~(xy) = ~(x)y + (5' x)~(y). 
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So A is a twisted derivation (associated with G). 

Definition: The ideal of generalized invariants is 

The ideal J is graded, i.e., J = EBk>O lk, where lk = J n 5k for all k. Observe 
that J is invariant under the A operations as well as under G. Moreover, we can 
characterize J as the largest such invariant ideal. 

In many cases, there exists an alternative definition of J that makes the term 
"generalized invariants" even more appropriate. Define a sequence of ideals 

{O} = J(O) c J(l) c ... c J(k) c J(k + 1) C ... 

of5, where 

J(k + 1) = the ideal generated by {x E 5+ I ¢. x = x in 51 J(k) for all ¢ E G}. 

Observe that J(l) = (S~) = I. The union Uk>O J(k) is called the ideal of stable 
invariants. We always have: -

Lemma A J C Uk~O J(k). 

Proof Decompose J into its homogeneous components J = EBk>o h. We can 
prove, by induction on k, that h c J(k). -

Case k = 1 If x E h, then A(x) = 0 for all twisted derivations associated to G. 
Consequently s . x = x for all pseudo-reflections s. So x E Sf 

General Case k If x E h, then AI· .. Ak(X) = 0 for any choice of twisted deriva­
tion {AI, ... , Ad associated to G. By induction, A(x) E J(k - 1) for every such 
twisted derivation. Consequently, s· x = x in 51 J(k -1) for all pseudo-reflections 
s. Thus x E J(k). • 

In general J =1= Uk~O J(k). However: 

Lemma B IfG C GL(V) is a pseudo-reflection group in which all pseudo-reflections 
are of order prime to p, then J = Uk~O J(k). 

Proof We shall show, by induction on k, that J(k) C J. Since J(l) = I C J, 
the case k = 1 follows. Assume J(k) C J and consider J(k + 1). Pick an element 
x E J(k + 1). In order to show that J(k + 1) C J, it suffices to consider the 
generators of J(k + 1). So we can assume that ¢ . x == x (mod J(k») for all ¢ E G. 
First of all, x E J(k + 1) and J(k) C J tells us that 

¢ . x == x (mod J) for all ¢ E G. 
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Secondly, we have 

6.(x) E J for every twisted derivation 6.. 

To see this, choose the reflection s such that s . x = x + 6.(x)a. We have:?J = 1, 
where N i- 0 in IF. In particular s . a = ~a, where ~N = 1. 

6.(S+S2 + ... +?) = o. 

To prove this, let H be the hyperplane such that SIH = 1. So V = H EB IFa. We 
have 

(s + i + ... + ?)a = (~+ e + ... + ~N)a = o. 

Also, for y E H we have 6.(y) = o. So 

6.(s + S2 + ... + ?)(y) = 6.(Ny) = N6.(y) = o. 

To prove (**), it suffices to show N 6.(x) E J. We have 

N 

N 6.(x) = N 6.(x) - 6.(s + ... + ?)(x) = 6. (2:: x - si . x) 

and 
N 

6. (2:: x - si . x) E 6.(J) c J. 
i=1 

i=1 

Notably, it follows from (*) that x - Si . x E J for each i and, hence, that 
N . 

6.(2:: i=1 X - s' . x) E b..(J). 

We can use (*) and (**) to force x E J because it follows from (*) and (**) 
that, if x tf. J, then J can be expanded to a bigger ideal of 5+ that is invariant under 
the elements of G as well as the 6. operators. This contradicts the fact that J is the 
maximal ideal of 5+ satisfying such an invariance property. So x E J. • 

19-3 Regular sequences 

In this section, we continue to discuss the ideal of generalized invariants. 

Definition: Let 5 be a commutative Noetherian ring with identity. {XI, ... , xr } C 

5 is a regular sequence or 5 sequence if, for each 1 :::; i :::; r, Xi is not a zero divisor 
in the quotient ring 51 (XI, ... ,Xi-I). 

Let V be a finite dimensional vector space over the field IF, and let G C GL(V) 
be a finite pseudo-reflection group. In this section we shall prove: 

Proposition (Kac-Peterson) The ideal of generalized invariants J C S(V) is gen­
erated by a regular sequence. 
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The proof of the proposition will be in two steps. 

(a) J I J2 is a free 51 J module. 
(b) J is generated by a regular sequence. 

V. Rings of invariants 

Part (i) involves the explicit definition of ]. In particular, the ~ operations are 
used in the proof. Part (ii) follows from part (i). The argument is much more 
general and can be done at the level of Noetherian local rings. We shall not provide 
all the details in part (ii). 

Part (a) First of all, we choose the generators of]. Consider J as a 5 module. As 
before, let 5+ = 2:i>O 5i. Then the module of indecomposables 

is a 515+ = IF vector space and any set {XI, ... ,xr } projecting to a basis of Q( J) 
generates J as an 5 module. So {XI, ... ,xr} generates J I J2 as an 51 J module. 
Freeness follows from 

LemmaA Ifalxl + ... + arXr E J2, then ai E Jforeach i. 

Proof Suppose there exists a relation 

We want to show (¢o~ I ¢I ... ~k¢k) . ai E 5+ for all choices of twisted derivations 
{~l' ... ' ~d associated with G and ¢o, ... , ¢k E G. The proof is by induction 
on k. We call k the height of the element r.p = ¢o~I¢1 ... ~k¢k. The height zero 
case is obvious. If we apply r.p to both sides of the relation (*), then we obtain a 
relation of the form 

where ¢ = ¢o¢1 ... ¢k and height r.p' < k. Here we are using the twisted deriva­
tion property: s· (xy) = ~(x)y + (s·)(x)~(y). It follows from (**) that 

(r.p. al)(¢· xd + ... + (r.p. a r)(¢· xr) E J2• 

Applying ¢-I, we have 

(¢-Ir.p. adxI + ... + (¢-Ir.p. ar)xr E l c 5+]. 

Since {Xl> ... ,xr} are linearly independent in QU) 
¢-Ir.p . ai E 5+ for each i. Thus ai E 5+ as well. 

J 1(5+ J), it follows that 

• 
Part (b) The argument that J is generated by an 5 sequence is based on the work 
of Vasconcelos [1). The concept of projective dimension is employed in this argu­
ment. We shall not attempt to explain this concept. Rather, we refer the reader to 
Chapter 4 of Weibel [1) for a discussion. 
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Let R be a local ring with unique maximal ideal meR. An ideal I C R 
is generated as an R module by any subset projecting to an f = Rim basis of 
Q(I) = I I mI. Any such set is called a minimal generating set ofI. 

Lemma B (Vasconcelos) IfR is a local ring, and I C R is an ideal offinite projective 
dimension where 1112 is RII free, then I is generated by an R-sequence. Moreover, 
any minimal generating set of I is such a sequence. 

Proof We shall only sketch the proof. Write I I 12 = (RI I)k. By a result of 
Auslander-Buchsbaum [1], the finite projective dimension of I implies that there 
exists 0 =f:. x E I, where x can be chosen to be one of the free generators of I I 12 
and x is not a zero divisor in R. Let 

R* = RI(x) and I* = II(x). 

Then II(I*)2 = (Rlly-l. Moreover, I* is of finite projective dimension (over 
R*). This is based on the decomposition IlxI = (x)lxI EB I*, and the easily es­
tablished fact that proj dimR I = proj dimR* IlxI. We now repeat the above ar­
gument. However, the R sequence constructed above is a minimal generating set, 
since it provides an S I I basis of I I (I* )2 . 

It is easy to deduce that, if one minimal generating set of R is an R-sequence, 
then every minimal generating set is an R-sequence. • 

The local ring case of Lemma B can be applied to the graded ring S and the 
ideal J C S. Let 

S = II S j, the formal completion of S 
j?O 

IfwewriteS = IF[tJ, ... ,tn], thenS = IF[[tl, ... ,tnll. We have J eSc S. Let 

It follows from Lemma A that i/efF is S; f free. Since S = f[[tJ, ... , tnll is 
regular, and f C S is finitely generated, it follows that f is of finite projective 
dimension. So we can apply Lemma B to f. Now any minimal generating set of J 
is also a minimal generating set of f. So the elements form a regular sequence in S 
(by Lemma B) and, hence, in S as well. 
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20 Skew invariants 
This chapter introduces the skew invariants of pseudo-reflection groups. In par­
ticular, it is shown that the skew invariants have a very simple structure when 
considered as a module over the ordinary invariants. 

20-1 Skew invariants 

Let V be a finite dimensional vector space over the field IF and let G C GL(V) 
be a finite nonmodular pseudo-reflection subgroup, i.e., a finite pseudo-reflection 
group such that char IF does not divide I GI. Besides the absolute invariants of 
G discussed in previous chapters, there is also the concept of relative invariants. 
Given a homomorphism 

X:G-tIF*, 

we say that f E S(V) is a relative invariant (with respect to X) if cp . f = X( cp) f 
for all cp E G. In particular, the embedding G C GL(V) induces 

det: G -t f*. 

Skew invariants are the relative invariants with respect to det inverse. 

Definition: f E S(V) is a skew invariant if cp . f = (det cp) -I f for all cp E G. 

The name "skew" is motivated by the Euclidean case wherein a skew invariant 
must satisfy 5 • f = - f for all reflections. We should also remark that, if we work 
in S(V*) rather than S(V), then skew invariants are defined by the property that 
cp. f = (det cp) f for all cp E G. The switch from (det cp) -I to (det cp) when passing 
from S(V) to S(V*) is based on the identity (cp. a,x) = (a, cp-I . x) holding for 
all x E V and a E S(V*). 

Skew invariants will find various applications in subsequent chapters. In par­
ticular, the skew invariants nand J (to be defined in §20-2 and §21-l) will turn 
out to playa major role in understanding the ordinary invariants of G. 

Example: Let b. = {Ej - E j} be the A£ root system as given in §2-3. Then the 
Van der Monde determinant 

II(';-'jH'{ 
E£ 

,t 1 E£_I 'l~' 
,<} . 

1 EO / 0 

is a skew invariant with respect to W(b.) = 2:£+1. For W(b.) is generated by the 
reflections {Sf;-fj = (i, j) I i < j} and, since Sf;-fj interchanges the i-th and 
j-th rows of the above matrix, it follows that Sf;-fj is multiplication by -Ion 
I1i<j(Ej - Ej). 

R. Kane, Reflection Groups and Invariant Theory
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We shall see that this example can be generalized to every pseudo-reflection 
group. We use the element n = TIs as as defined in §20-2. 

Just as the invariants S(V)G of G are characterized by the averaging operator 
Av(x) = Ibl L<PEG'P . x, so the skew invariants are characterized by the skew 
operator 

Sk: S(V) -+ S(V) 

1 
Sk(x) = jGf 2:(det'P)'P'x. 

<pEG 

More precisely, Sk is a projection operator with image consisting of the skew in­
variants. These properties for Sk are proved in a manner analogous to the proof 
given of the same properties for the operator Av (see Lemma 14-3). We need to 
establish two facts. First of all, it is obvious that Sk(x) = x if x is a skew invariant. 
Secondly, Sk(x) is a skew invariant for any x. This follows from the equalities 

1 
= (det 4» -1 jGf 2: (det 'P)'P . x (re-indexing) 

<pEG 

= (det4»-ISk(x). 

20-2 The element n 
Continue to assume that V is a finite dimensional vector space over f and G C 
GL(V) is a finite nonmodular pseudo-reflection group. For each pseudo-reflection 
s E G, we can choose as E V and ~s: Vs -+ f so that 

for all x E V. In particular, the element as is an exceptional eigenvector of s, i.e., 

Consider as E SI (V) = V and form the element 

in S(V). Then 0 =F n E SN(V), where N = the number of pseudo-reflections 
in G. Since the elements {as} are only determined up to a constant multiple, it 
follows that the same is true for n. 
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Example: Given a finite reflection group W C GL(lE), where IE is Euclidean 
space, pick any root system ~ C IE and consider the positive roots ~ + with respect 
to some fundamental system of ~. We can then write 

The example TIi</Ei - Ej) discussed in §20-1 provides an explicit case of this 
formula. 

In the rest of this section, we prove two facts about O. 

Proposition A 0 is skew. 

Proposition B 0 divides every skew invariant. 

Remark 1: We have already found it useful in Chapter 18 to consider S(V) as 
a module over S(V)G. It is easy to see that the skew invariants form a S(V)G 
submodule of S(V). The above two propositions amount to asserting that the 
skew invariants of G form a free S(V)G module with 0 as generator. 

Remark 2: We can prove similar results for all relative invariants (Le., for every 
homomorphism x: G -) IF*). We can construct an analogue of 0 and show that 
it satisfies analogues of the above propositions. 

The proof of the above propositions will occupy the rest of this section. The 
argument will be broken down into three stages, consisting of two preliminary 
steps, followed by the proof of the propositions. The two preliminary stages are: 

(I) Reformulate and simplify the decomposition 0 = TI Os given above; 
(II) Use this new formulation to study the action of G on O. 

Step I: Reformulation of 0 The reformulation of 0 is based on the following 
two lemmas. 

Lemma A Os and Os' are multiples of each other if and only if 5 and 5' have the 
same invariant hyperplanes. 

For each hyperplane H C V, let 

GH = the subgroup of G generated by the pseudo-reflections 
having H as their invariant hyperplane. 

Lemma B For all H, GH is a cyclic group. 

Granted the above lemmas, we can rewrite the element O. Let 

o(H) = the order of the cyclic group GH . 
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Because of Lemma A, we can choose CYs to be the same for all 5 E GH • We use CYH 

to denote this common eigenvector. Then 

n - II o(H)-1 
H - CYH 

H 

where H runs through the invariant hyperplanes of G. 

Proof of Lemma A Let KeG be the subgroup generated by 5 and 5'. Then 
the fact that char IF does not divide IGI implies that char IF does not divide IKI. 
SO, by Maschke's theorem from Appendix B, the action of K on V is completely 
reducible. 

First of all, suppose that lFCYs = lFcys' (= L, say). Since CYs and CYs' are eigenvec­
tors of 5 and 5', respectively, we know that L is invariant under K. Using Maschke's 
theorem, choose a hyperplane H C V invariant under K such that V = H EEl L. 
We claim that 

H = the invariant hyperplane of both 5 and 5'. 

Consider 5. Any eigenvector of 5 projects in both Hand L to an eigenvector (with 
the same eigenvalue). Consequently, since 5 is multiplication on L by a nontrivial 
root of unity, the invariant hyperplane of 5 (on which 5 is multiplication by 1) 
lies entirely within H. By comparing dimensions, this invariant hyperplane agrees 
withH. 

Conversely, assume that 5 and 5' have a common pointwise invariant hyper­
plane H C V. Choose a line LeV, invariant under K, such that V = HEEl L. 
The exceptional eigenvectors, CYs and CYs ', of 5 and 5' cannot lie in H; so, arguing as 
above, they must lie in L. Hence they are multiples of each other. • 

Proof of Lemma B As in the proof of Lemma A, we can decompose V = H EB L, 
where L is GH invariant. Each element of GH is multiplication on L by some n-th 
root of unity. So GH is a cyclic group with order equal to the LCM of the n's. • 

Step II: Action of G on 0 Now we study the action of G, first on the invariant 
hyperplanes {H} and on the elements {CYH}, and then on O. Given cp E G, the 
map 

G~G 

sends pseudo-reflections to pseudo-reflections. Also, cp permutes the associated 
invariant hyperplanes. If CP5cp-l = 5', then cp . H = H', where Hand H' are the 
invariant hyperplanes of 5 and 5'. 

lt follows from Lemma A that cp also permutes the elements {CYH} up to mul­
tiples of each other. If cp. H = H', then 
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for some C E f. These constants {c} are not generally well defined, since we can 
always alter the elements { aH} by scalar multiples. However, when we let cp = the 
pseudo-reflection 5, then the constants {c} still satisfy important constraints. 

First of all, there is one case when the constant c is well defined and easy to 
determine. Given a pseudo-reflection 5 from G with invariant hyperplane Hs, then 
aH, is an exceptional eigenvector for 5. So: 

Lemma C 5' aH, = (det5)aH,. 

Next, divide the invariant hyperplanes {H} into their orbits under 5. By the 
above lemma, one of the orbits consists of the single element {Hs}. We also have: 

Lemma D If {Hl, ... ,Hk} i5 not the orbit {Hs}, then 

Proof We can assume that the orbit is arranged so that 

Consequently, 

for 1 ::; i ::; k - 1 

It follows from (*) that 5' (aHI ••• aHk) = (CI ••• Ck)aHI .,. aHk' So, to prove the 
proposition, it suffices to show 

It follows from (*) that 

; . aHi = (CI ••. q)aHi for each 1 ::; i ::; k. 

If i = 1, we are done. Therefore, assume i =f: 1. We shall show that CI ••• q =f: 1 
leads to a contradiction. First of all, i is a pseudo-reflection. Secondly, it follows 
from (**) that {aH l , • •• , aHk} are exceptional eigenvectors of i. Since all the 
exceptional eigenvectors of i lie in faH" it follows that all of { aHI , ••• , aHk} are 
multiples ofaH,. By Lemma A, we have HI = ... = Hk (= Hs), which contradicts 
the assumption that {Hl, ... ,Hk} is not the orbit {Hs}. • 

Proof of Proposition A Lemma C implies that 

5' (ao(H,l-l) = (det5)-l a o(H,l-1 
H, H, ' 

while Lemma D implies that 

5' (II a~H)-I) = II a~H)-I. 
H=lH, H=lH, 
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Proof of Proposition B We want to show that a skew polynomial f is divisible 
by Oc~H)-1 for each reflecting hyperplane H of G. Since the {OcH} are relatively 
prime (see Lemma A), and since 5(V) is a unique factorization domain, it then 
follows that f is divisible by the product n = I1H Oc~H)-I. 

For each H, pick a reflection s: V ~ V of order o(H) with H as its invariant 
hyperplane. By Lemma C, s . OcH = (dets)OcH. We can expand tl = OcH to a 
basis {tl) ... ) tn } of V by choosing elements from the invariant hyperplane H of 
s. Now f E 5(V) = IF[tj) ... ) tnl. Since s· f = (dets)-I f, while s· (t~l ... t~n) = 
(det s )kl (t~l ... t~n), we can expand f in terms of the monomials t~l ... t~n where 
kj = -1 mod o(H). In particular, kj 2 o(H) - 1. 

20-3 The ring of covariants 

This final section of this chapter provides the first indication of the important role 
played by the element n in invariant theory. It will be demonstrated in Chap­
ters 23 to 26 that n is the key to understanding the structure of the ring of covari­
ants of a pseudo-reflection group. Let V be a finite dimensional vector space over 
IF and let G C GL(V) be a finite nonmodular pseudo-reflection group. In Chap­
ter IS, we introduced and used the ring of covariants 5/l, where 

5 = 5(V) the symmetric algebra 

I = the graded ideal of 5 generated by the homogeneous 

elements from 5G of positive degree. 

Notably, in §lS-3 we proved that 5 is a free 5G module generated by any set of 
elements projecting to an IF basis of Sil. It follows that the Poincare series of 5, SG 
and 51 I are related by 

Moreover, the Poincare series of 5 and 5G are 

1 
Pt (5) = -( 1-----:t )-n 

where n = diilljF V and {d j , ••• ,dn } are the degrees of G. It follows that: 

Theorem Pt (5/I) = I1i=j j;-~:; = I17=1 (1 + t + ... + td;-I). 

This Poincare series identity tells us that 

Pt (5/l) = tN + lower terms, 

where N = (d j - 1) + (d2 - 1) + ... + (dn - 1). So we have: 
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Proposition A 

(i) slI = 0 in deg > N. 
(ii) SII = fin degN. 

VI. Skew invariants 

So S has exactly one SG generator of degree 2: N. The next lemma determines 
that generator. Let n be the skew-invariant element in S defined in §20-2. 

Proposition B S I I = fn in deg N. 

Proof We want to show that 

S=IEBfn in degN. 

To prove this equality, it suffices to show n ¢ I, since, by the above Poincare 
series, Ie S has codimension 1 in degree N. Let Sk: S -+ S be the skew-invariant 
projection operator defined in §20-1. Since n is a skew invariant, it follows that 

Sk(n) = n. 

On the other hand, 

Ie KerSk in deg:::; N. 

For, given x E I of degree:::; N, we can write 

where fi E SG and Ui E S are homogeneous and deg Ui < N. Then 

Sk(x) = 2: Sk(Ui)ji. 
i 

Now, Sk = 0 in deg < N, since, by §20-2, any skew invariant must be divisible by 
n. In particular, Sk(ud = O. So Sk(x) = O. A comparison of (*) and (**) yields 
n ¢Iw. • 
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21 The Jacobian 
This chapter continues the study of the skew invariants of pseudo-reflection 
groups. In this chapter, we introduce the Jacobian of a pseudo-reflection group. 
We shall demonstrate that it is a skew invariant and, also, nontrivial. The Jacobian 
will be used extensively in subsequent chapters. 

21-1 The Jacobian 

Assume that V is a finite dimensional vector space over the field f, and that 
G C GL(V) is a finite non modular pseudo-reflection group. To define the Jacobian, 
choose a basis {tl' ... ,tn } of V and write 

5 = S(V) = f[tJ, ... , tnl. 

The Jacobian of G is an element of S(V). Any yES can be written as a polynomial 

in {t I , ... , tn }. So we can define theformal derivatives {g~ , ... , g:.} in the usual 
way. If we write 

then we define the Jacobian as 

[ax;] 
J = det at- . 

J nXn 

The definition of J involves the choice of the elements {tJ, ... ,tn} and the el­
ements {XI, ... ,Xn}. In particular, we can alter the elements {tl, ... ,tn } and 
{XI, ... ,xn} by scalar multiples which, in turn, alters J by a scalar multiple. How­
ever, modulo scalar multiples, J is well defined. This will follow from the first 
proposition below. 

In the rest of this chapter, we shall prove two facts about J. First of all, let 

n = II a~H)-1 
H 

be the skew-invariant product defined in §20-2. 

Proposition A J = An for some A E JF. 

It follows from Proposition A that J is a skew invariant and well-defined up to 
scalar multiple. Actually, it is easy to see that J being a skew invariant is equivalent 
to Proposition A. We shall give a more "natural" proof of Proposition A in §22-2. 
At the moment, we give a shorter proof based on the argument given at the end of 
§20-2. 

The other result to be proved in this chapter is that: 

Proposition B J t= o. 
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Much of the chapter will be taken up with the proof of Proposition B. 

Remark: The above propositions demonstrate that a great deal of information 
about a finite nonmodular pseudo-reflection group G c GL(V) is given by its 
ring of invariants 5(V)G C 5(V). For, given 

we can form the Jacobian J as above. By the above propositions, we have a non­
trivial decomposition of the form 

J = A II ae(o), 

where a E 51 (V) = V. Since 5(V) is UFD, such a decomposition into linear 
terms is unique up to scalar multiplication. 

By the discussion in §20-2, the reflections s: V -; V belonging to G are those 
with the elements {a} as exceptional eigenvectors. 

(i) In the case of a Euclidean reflection group G, the elements {a} completely 
determine the group G. This is because of the presence of an inner product. 
Given a, let H be the hyperplane that is the orthogonal complement to Ra. 
Thus for each a, there is a unique reflection s satisfying s . a = -a and 
SIH = the identity. Since G is generated by reflections, it is also completely 
determined. 

(ii) In the general case of pseudo-reflection groups, the elements {a} only pro­
vide partial information about the group. For, given a, there is not a unique 
pseudo-reflection with a as the exceptional eigenvector. Notably, there is the 
far-from-unique choice of the invariant hyperplane H serving as the comple­
ment to lFa. 

21-2 The proof of Proposition A 

The proof is analogous to the proof of Proposition 20-2B. We shall be using the 
notation from §20-2. For each reflecting hyperplane H C V of G, pick a pseudo­
reflection s: V -; V of order o(H) having H as its invariant hyperplane. By 
Lemma 20-2C, 

s· aH = (dets)aH. 

Expand tl = aH to a basis {tJ, ... , tn} of V by choosing elements from the invari­
ant hyperplane of s: V -; V. Given f E 5(V)G = IF[tl, ... , tnl G, then f can be 
expanded in terms of the monomials t~l ... t~", where kl == 0 mod o(H). For 

s· f= f, 

whereas 
s . (t~l ... t!") = (det s II (t~l ... t!" ) . 
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Thus f is divisible by tf(H) and g~ is divisible by tf(H)-l. So the first column of 

[~~' lnxn is divisible by tf(H)-l and J is as well. 
} 

Since J is divisible by o~H)-) for each reflecting hyperplane H C V of G, and 
since the linear forms {OH} are relatively prime (see Lemma 20-2A), it follows 
that J is divisible by their product (for S is UFD). But both J and [2 have the same 
degree because 

deg [2 = the number of reflections in G, 

while 
deg J = (d1 - 1) + ... + (dn - 1), 

where {d), ... , dn} are the degrees of G. So, by Corollary 18-1, deg [2 = deg J. 
The proposition now follows. • 

21-3 The proof of Proposition B 

The proof will follow the argument given in Benson [1]. Let F( S) be the quotient 
field of S. We can prove the proposition by showing that, when we work over F(S), 
then the matrix [~;' 1 n x n has an inverse and, hence, its determinant is nonzero. 

} 

As already mentioned, we can define in the usual formal way, for S 
IF[tl, ... , tn ], the partial derivatives 

a -a : S~S. 
ti 

Similarly, we can restrict to the subring R = IF[Xl, ... ,xnl and define the partial 
derivative ~fJ : R ~ R. 

uX, 

What is not so obvious is that, if we work in F(S), then we can extend the do-
main of definition of fJ~; from R to S, and the resulting extended partial derivatives 

o 
-0 : S ~ F(S) 

Xi 

are related to the standard partial derivatives tr; : S ~ S by a chain rule. 

Chain Rule: 
oz 2: oz atk - - -- foranyz E S. ax - atk ax· 

J k J 

This chain rule relation is the key to proving that the matrix [~,] n X n has an 
} 

inverse. It implies that the matrix [g;,] n x nis the desired inverse. Just substitute 
z = Xi into the above formula and we obtain the identity 

Thus the proposition will be proven once the extended partial derivatives are de­
fined and it is verified that they satisfy the chain rule. 
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21-4 Extended partial derivatives 

Ifwe pass from 5 to its quotient fieldF(S), then we can give a recipe for defining, in 
F(S), the partial derivatives g~ , ... , g:. for each z E S. We define g:i by working 

backwards. We assume that we can define g~ and show that a certain equation 

involving g:, must hold; this equation is then used to define g:i' 
Assume that a -a : 5 --t F(S) 

Xi 

is defined on 5 and that it acts like a derivative. Consider z E S. Let f E R[T] be 
the minimal polynomial for z over R. So f(z) = O. Since ReS is separable, we 
also know that 

af 
aT (z) =I o. 

If we differentiate the equation 

with respect to Xi, then we obtain the equation 

af (z) az = _ af (z), 
aT aXi aXi 

where, on the right hand side, we are differentiating the coefficients of f(z). Ob­
serve also that the "coefficients" U(z) and ~(z) of the equation are standard 
formal derivatives that we already know how to determine. Since we are working 
in the field F(S), this identity can now be solved for g:i' So equation (*) gives a 

way of determining g:, from known data. And this is how we proceed. Namely, 

we shall treat g:i as being defined through the above equation. The resulting map 

a -a : 5 --t F(S) 
Xj 

represents an extension of the partial derivative 

a -a : R --t R. 
Xi 

In other words, given z ERe 5, then g:" as defined above in (*), is the usual 
formal derivative on R. The point is that the minimal polynomial f over R for 
such z is linear. Indeed, f = T - z. 

The above partial derivatives satisfy the chain rule given in §21-3. The next 
section will be devoted to proving this fact. Before passing to the proof (in the 
next section), we give a very simple example demonstrating the above definitions, 
as well as the chain rule. 



21. The Jacobian 225 

Example: The group l/2l acts on the plane JRz = {(t\, tz)} by permuting coor­
dinates. Thus it also acts on the polynomial ring 5 = JR[t\, tzl by permuting the 
terms {t\, tz}. The polynomials 

are fixed under this action and generate the ring of invariants. Namely, we have 

Clearly, we have the four partial derivatives 

To calculate the partial derivatives ~tk, we use the fact that the minimal polynomial 
ux) 

over F(R) of both t\ and tz is 

J(T) = (T - t\)(T - tz) = T2 - X\ T + Xz. 

We have g~(T) = 2T - Xl> g~ (T) = - T and g~ (T) = 1. Hence 

(In the first case, we use the identity X\ = t\ + tz.) It now follows from (*) that the 
partial derivatives aatk are as follows: 

x) 

at\ t\ at\ -1 

ax\ 
--, 

aX2 t\ - tz 
(* * *) 

t\ - tz 

atz t2 at2 -1 

ax\ 
--, 
t2 - t\ axz t2 - t\ 

By substituting these values, we can verify all four possible cases of the chain rule 

L aXi atk = r5i " 
k atk aXj } 

stated in §21-3. For example, 
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21-5 The chain rule 

We explained in §21-4 how to define the "partial derivatives" g:, %:k and ~ by 
J J 

using minimal polynomials. In this section, we want to prove that they are related 
via: 

Chain Rule Lemma 

az L az atk 
~ = -a ~ foranyz E S. 
uX· tk uX· J k J 

We shall first establish a relation among the various minimal polynomials, and 
then use it to establish the lemma. The relation between the polynomials will 
depend on the following. 

Lemma Let IF C IF(aJ,'''' an) be a finite separable extension and, for each 1 :S 
i :S n, let f; E IF[Tl be the minimal polynomial of aj over IF. Suppose that 
{aI, ... ,an} are algebraically dependent over IF, and that g E IF[XJ, ... , Xnl is 
a polynomial satisfying 

g(al, ... , an) = O. 

Then there exists a polynomial h E f [X J, ... ,Xn 1 such that 

(iJ h(aJ,"" an) =f 0; 
(iiJ gh belongs to the ideal off [Xl , ... , Xnl generated by {Ji (Xl), ... ,fn(Xn)}, 

Proof We proceed by induction on n. The n = 1 case is straightforward. We 
can let h = 1. This follows from the standard fact that the minimal polynomial 
mE IF[Tl ofal dividesanypolynomialg E IF[Tl satisfyingg(ad = O. 

For the general case, consider the extensions IF C IF(ad C IF(aJ, ... ,an)' If we 
work in the polynomial ring f(ad[Tl, then the polynomials h, ... , fn factorize 
as 

(1) f; = J;' /;", where J;', /;" E IF(ad [Tl and 

Let 

/;' = the minimal polynomial of aj over IF(ad 

/;J'(aj) =f o. 

g' = g(aJ,X2, ••• ,Xn) E IF(ad[X2, ••• ,Xnl. 

By the induction hypothesis, there exists h' E IF(ad[Xz, ... , Xnl such that 

(2) h'(az, ... ,an) =f 0; 
(3) g'h' belongs to the ideal off[X2, ••• ,Xnl generated by 

{f{(Xz), . .. ,f:(Xn)}. 

If we let 
H = f{(Xz)··· f:(Xn)h', 

then it follows from (2), (3) and (4) that 
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(4) H(a2, ... , an) ¥- 0; 
(5) g' H belongs to the ideal off(al) [X2 , ••• ,Xnl generated by 

{!z(X2 ), ••• , fn(Xn)}. 

227 

By using the identity f(ad = f(Xd/ (fi (XI))' the lemma follows. • 
We shall apply the lemma to the separable extension F(R) C F(S). We can 

write F(S) = F(R)(tl, ... , tn). Given z E S, we can write z as a polynomial in 
{tl, ... , t n }. Let 

g E IF[TJ, ... , Tn,Zl 

be the polynomial expressing this relation. So g(tl, . .. ,tn, z) = o. If 

f, fi, ... ,In E F(R)[ Tl 

are the minimal polynomials of z, tl, ... ,tm respectively, over F(R), then it follows 
from the above lemma that there exists 

such that 

(i) hCtJ,···, tn, z) ¥- 0; 
(ii) gh belongs to the ideal of F(R)[TI , ••. , Tn,Zl generated by 

{f(Z) , /J(Td, ... ,fn(Tn)}. 

So we have, in F(R)[Th ... , Tn,Zl, an identity of the form 

The coefficients of a, ai, h lie in F(R) = IF(xl, ... , xn). By clearing denomina­
tors, we can assume that the coefficients actually belong to the polynomial ring 
R = IF[xh ... ,xnl. Replacing f[xJ, ... ,xnl with the abstract polynomial ring 
f[XI, ... ,Xnl, we can regard (*) as giving an identity in f[XJ, ... ,Xn, TI , ••• , Tn, 
Zl. Each of the polynomials appearing in (*) belongs to a subring off[Xh ... ,Xn , 

TI , .•. , Tn,Zl, namely 

a, aj E f[Xh ... ,Xnl 

f E f[XJ, ... ,Xn,Zl 

jj E IF[XI, ... ,Xn , Til 

g E Jr[TJ, ... , Tn,Zl. 

We use "~,, to denote the substitution process Xi = Xi, Tj = tj and Z = z. In 
particular, we have 

i = lJ =g= o. 
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Also, the defining equations for g~, g~, ~ can be written 

- -
(6) 

at az at 
azaXj aXj 

(7) 
ag az 

= 
ag 

az atj aTj 
- -

(8) 
ali atj ali 
azaXj -aXj· 

If we now formally differentiate (*) with respect to each of {Xb ... ,Xn, 
Tb ... , Tn, Z} and then substitute Xj = Xj, Tj = tj and Z = z we obtain, us­
ing (**), the following identities: 

(9) 

(10) 

(1 I) 

These identities can be used to derive the desired chain rule formula because 
we have the following series of equalities 

:~ = (a!i) / (a~) (by (6» 

= - L (aJ fih.) / (Ii ag) (by (10) and (11» . ax, az , 
= L (Ii ag fih) / (liag fih) (by (9» . aTj aXj az aTj , 

"" az at· = ~ -a . -8 ~ (by (7) and (8». 
. t, X, , 
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22 The extended ring of invariants 
The ordinary ring of invariants S(V)G can be extended by introducing an exte­
rior algebra factor. Solomon [1] studied this extended ring of invariants [S(V) ® 
E(V)]G in the case of pseudo-reflection groups. In this chapter, we describe his re­
sults. Solomon's theorem has important applications. It will be used in Chapter 24 
to study the occurrence of exterior power representations in the covariant algebra 
S(V) /1. And it will be used in Chapter 32 to study the eigenspaces of elements of 
pseudo-reflection groups. 

In §22-1, we introduce and discuss E(V), the exterior algebra of a vector space 
V. In §22-2, we study a differential map d: S(V) ® E(V) -+ S(V) ® E(V). In 
§22-3, we study the extended ring of invariants [S(V)®E(V)]G, where G C GL(V) 
is a pseudo-reflection group. We shall generalize the fact that S(V)G is a polyno­
mial algebra. In §22-4, we study the Poincare series of [S(V) ® E(V)] G and extend 
Molien's theorem from S(V)G to that case. 

22-1 Exterior algebras 

Let V be a finite dimensional vector space over the field IF. The symmetric algebra 
S(V) was defined in §16-1. The exterior algebra E(V) is defined in an analogous 
manner. Let 

E(V) = T(V)/I, 

where T(V) is the tensor algebra and 

I = the graded two-sided ideal generated by {~ I x E V}. 

Then E(V) is a graded, associative, anticommutative algebra. Byanticommutative 
we mean that 

xy = (_l)ijyx 

if x E Ei(V) and y E E/V). This anticommutativity property follows from the 
identities 

o = (x + y)2 = x2 + xy + yx + l = xy + yx 

forallx,y E V = E\(V). 

Notation: We find it convenient to introduce differential form notation. For any 
x E V, we use the symbol dx to denote its image in EI (V) = V. We use the symbol 
x 1\ y to denote the product of x and y in E(V). 

The grading T(V) = EB~o v®j induces the grading on E(V). The graded 

algebra E(V) is generated by EI (V) = V. If {til ... ,tn} is a basis of V, we write 

E(V) = E(dtl, ... ,dtn). 

The graded algebra Et v-) ca., be decomposed 

n 

E(V) = EBEk(V), 
k=O 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001
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where, for each 0 ~ k ~ n, the set 

is an IF basis of Ek(V). 
There are two ways to extend the above discussion. Each was already discussed 

in Chapter 16 for the case S(V). First of all, we can extend the exterior algebra no­
tation E(V) = E(dtl, ... , dtn) to include the case where V is a graded vector space 
and {tIl ... ,tn} is a homogeneous basis of V, with the elements {t!, . .. ,tn} al­
lowed to have arbitrary degree. Secondly, we can also consider the exterior algebra 
E(V*) on the dual ofV. Just as S(V*) can be interpreted as polynomial functions 
on V, so E(V*) can be interpreted as alternating functions on V. 

22-2 The differential d: S(V) 18) E(V) ---+ S(V) 18) E(V) 

The map d: V ---+ E(V) extends to a differential map 

d: S(V) 18) E(V) ---+ S(V) 18) E(V) 

by the rule that 

d(x) = 0 for all x E E(V) 

d(xy) = d(x) y + xd(y) for all x, y E S(V) 18) E(V). 

The map d is compatible with the gradings of both S(V) and E(V) in that it re­
stricts to give maps 

Given any x E S(V) 18) E(V), we use dx to denote its image under the map d. We 
shall be using the notation dx 1\ d y to denote the multiplication of the elements 
dx and dy in S(V) 18) E(V). 

The action of G on V also induces an action on E(V). The process is similar 
to that described in §21-1 for inducing an action on S(V). Thus we also have 
an action of G on S(V) 18) E(V). We use this action throughout this chapter. In 
particular, we can consider the invariants [S(V) 18) E(V)lG. The goal is to show 
that the elements {dXi} generate an exterior subalgebra 

E(dx!, ... ,dxn) C S(V) 18) E(V). 

The Jacobian J from Chapter 21 will playa part in our argument. It arises 
naturally in the context of the differential map d. Let {t!, ... , tn} be a basis of V. 
If G c GL(V) is a finite non modular pseudo-reflection group, then we can write 

S(V) = f[t!, ... ,tnl 

S(V)G = f[Xl, ... ,xnl. 
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The elements {dXi} can be expanded in S(V) 0 E(V) using the standard partial 
derivative formula 

,,8Xi 
dXi = ~ -8 .dtj. 

. t} 
} 

It follows from the anticommutative property of the elements {dtj} that the Jaco­
bian J = det[ ~:,] satisfies the following identity in S(V) 0 E(V). 

} 

LemmaA dx] /\ ... /\ dXn = J(dt] /\ ... /\ dtn). 

Remark: It was shown by an indirect argument in §21-2 that the Jacobian is skew. 
The above J formula provides a direct and natural way of demonstrating that J is 
skew. First of all, given rp E G, if we apply rp to the identity of Lemma A, we obtain 

Since each dXi E [S(V) 0 E(V)]G (this is discussed in more detail in §22-3), we 
have the identity 

rp' (dx] /\ ... /\ dXn) = dx] /\ ... /\ dxn. 

Lastly, we have the standard formula from multilinear algebra for defining the 
determinant: 

rp' (dt] /\ ... /\ dtn) = det(rp)dt] /\ ... /\ dtn. 

By comparing these three equations, we obtain 

rp' J = det(rp)-] J 

and, so, J is skew. 

We now turn to showing that the elements {dx;} generate an exterior subalge­
bra 

E(dx] , ... ,dxn) C S(V) 0 E(V). 

First of all, {dXi} satisfy: 

Lemma B dXi /\ dXj = -dxj /\ dXi. 

Proof As already observed, we can write each dXi> as an element of S(V) 0 E(V), 
in the form 

,,8X i 
dXi = ~ -8 . dtj. 

. t} 
} 

The presence of the factors {dt j} force { dXi} to be anticommutative. • 
Next, for each I C {I, ... , n}, let 

where 1= {i] < ... < h}. 

Lemma C The elements {dx[} are linearly independent. 



232 VI. Skew invariants 

Proof Given any relation 

LC[dx[ = 0, 
[ 

where c[ E f, fix J C {I, ... ,n} and multiply both sides by dXK, where K = the 
complement of J in {I, ... , n}. Since dx[ 1\ dXK = 0 if InK =I- 0, we obtain 

Cj(dxj 1\ ... 1\ dXn) = O. 

However, by Lemma A and Proposition 21-1 B, we also have 

dXj 1\ ... 1\ dXn =I- O. 

Hence the only possibility is c[ = o. 

22-3 Invariants of S(V) 0 E(V) 

• 

In this section, following arguments of Solomon, we shall calculate the invariants 
of S(V) 0 E(V) for pseudo-reflection groups G C GL(V). The differential map 
d: S(V) 0 E(V) -+ S(V) 0 E(V) defined in §22-2 commutes with the action of G 
and, so, it defines a map 

d: [S(V) 0 E(V)]G -+ [S(V) 0 E(V)]G. 

By §23-1, we can write 
S(V)G = IF[xj, ... ,xn]. 

We have dXi E [S(V) 0 E(V)]G. It was shown in §22-2 that the elements {dXi} 
generate an exterior subalgebra 

E(dxh ... , dXn) C [S(V) 0 E(V)]G. 

The rest of this section is devoted to proving: 

Theorem (Solomon) Let G C GL(V) be a finite nonmodular pseudo-reflection 
group. Then 

[S(V) 0E(V)]G = IF[Xh ... ,xn]0E(dxj, ... ,dxn). 

If {tj, ... ,tn } is an IF basis of V, we write 

S = S(V) = IF[th ... , tn] 

E = E(V) = E(dtj, ... , dtn). 

Also, as before, for each I C {I, ... , n }, we let 

dt[ = dti1 1\ ... 1\ dtik and dx[ = dXi1 1\ ... 1\ dXik' 

where I = {i j < ... < id. 
We shall prove the above theorem by a series oflemmas. Let peS) be the quo­

tient field of S. The action of G on S extends to an action of G on peS). Namely, 

'P. (x/y) = ('P. x)/('P· y) 

for any x, yES. We first show: 

Lemma A peS) 0 E = peS) 0 E(dxj, ... ,dxn). 
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Proof Treat F(S} 181 E as a vector space over F(S}. We want to show that the set 
{dx[ I I C {I, ... , n}} is an F(S} basis of F(S} 181 E. First of all, as in Lemma 22-
2C, the set {dxl } is linearly independent over F(S}. It now follows from a counting 
argument that the monomials {dxl } are an F(S} basis of F(S} 181 E because, since 
{dt[} is an F(S} basis of F(S} 181 E, any 2n linearly independent elements are also a 
basis. • 

Lemma B (F(S) 181 E) G = F(S}G 181 E(dxI, ... , dxn }. 

Proof Treat (F(S) 181 G) G as a vector space over the field F(S}G. We want to show 

that the monomials {dxl } are a basis of (F( S) I8i E) G. By Lemma A, we need only 

show { dx[ } span (F( S) 181 E) G. Given y E (F( S) I8i E) G C F( S} 181 E, we know from 
Lemma A that 

where CI E F(S}. If we apply the averaging operator Av = Ibl LCPEG'P defined in 

§14-3, then we obtain from Lemmas A and B of§14-3 that 

So now the coefficients AV(cI} belong to F(S}G. • 
Lastly, we prove the theorem. 

Proof of Solomon's Theorem We want 

By Lemma B, we need only show that the monomials {dxl } span the SG module 
(S 181 EF Given y E (S 181 E}G, then, by Lemma B, we can expand 

where CI E F(S}G. We want to show that C[ E SG. It suffices to show that CI E S. If 
we multiply both sides of this identity by dXK, where K = the complement of I in 
{l, ... ,n},then 

dXKY = CI 

c[(dx1 1\ ... 1\ dxn} = CI J(dtl 1\ ... 1\ dtn}. 

Since the LHS belongs to (S I8i E}G, it follows that the RHS belongs to (S I8i E}G as 
well. In particular, the RHS belongs to S 181 E. So 

cII E S. 
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The factorization c[ J is known to hold in peS), but it is not clear whether it holds 
in S. We need to show that 

c[ E 5, 

which we shall now do. Since <P . c[ = c[ and <P . J = (det <p) -1 J, we know that 
c[ J is a skew invariant of S. By Proposition 20-2B and Proposition 21-1 B, c[ J is 
divisible by J in S. In other words, c[ E s. • 

22-4 The Poincare series of [S(V) @E(V)]G 

As in the previous section, let 5 = S(V) and E = E(V). We can consider 5 @ E as 
being bigraded via the decomposition 

S@E=EBSi@Ej . 
i,j 

So (5 @ E)G C 5 @ E inherits a bigrading. The Poincare series of (5 @ E)G is a 
power series in two variables 

where 

P = LaijXiyj, 
i,j 

aij = dimlF Si @Ej. 

We now give an explicit description of this Poincare series. This description 
will be very useful in subsequent chapters. Indeed, in terms of future applications, 
it is the most important result of this chapter. 

Proposition 

Proof It follows from Theorem 22-3 that 
n n 

i=1 i=1 

On the other hand, a simple adaptation of the argument in Chapter 17 yields the 
following generalization of Molien's Theorem 

P = _1 "" det(l + Y <p) 
IGI ~ det(l - X<p)" 

In particular, in analogue to Proposition A of § 17 -2, we have the identity 

det(l + <pt) = L tr( <Pi )ti , 

where <Pi: Ei ----> Ei is the map induced by <p. This identity, along with Propo­
sitions A and B of § 17-2, implies (**). By combining (*) and (**), we have the 
identity stated in the proposition. • 
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We have been studying the strong interaction between a group G c GL(V) and 
its ring of invariants S(V)G. In the next few chapters, we turn instead to the ring 
of covariants. These chapters are concerned with the ways in which the structure 
of a pseudo-reflection group is mirrored in the structure of its covariant ring. The 
themes pursued are somewhat diverse, but are all closely related to this central 
question. In Chapter 23, we study the Poincare series for the ring of covariants in 
the case of a Euclidean reflection group. In Chapter 24, we study the representa­
tion theory of pseudo-reflection groups. The action of G on the covariants plays 
an important role in this study. In the nonmodular case, this action gives the reg­
ular representation. In Chapters 25 and 26, we study the harmonic polynomials 
of a group G c GL(V) and demonstrate that, in the case where the ground field 
is of characteristic zero, G being a pseudo-reflection group can be characterized 
in terms of the harmonics. We also use this characterization of pseudo-reflection 
groups to prove that every isotropy subgroup of a pseudo-reflection group is a 
pseudo-reflection group. This property of isotropy subgroups will playa signifi­
cant role in Chapter 34 when the regular elements of pseudo-reflection groups are 
studied. 

235 
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23 Poincare series for the ring of covariants 
The main goal of this chapter is to study the Poincare series of Euclidean reflection 
groups. As an application of these results, we shall demonstrate a very explicit, 
and effective, method of calculating the degrees and exponents of a Weyl group 
from its underlying crystallographic root system. This chapter relies heavily on 
the results of Demazure [1]. 

23-1 Poincare series 

Let V be a finite dimensional vector space over f and let G C GL(V) be a finite 
non modular pseudo-reflection group. Let 

S = S(V), the symmetric algebra of V 

1 = the graded ideal of S generated by the homogeneous 
elements from SG of positive degree. 

In the next four chapters, we shall study the ring of covariants 

SG = S/l. 

In this chapter, we focus on Poincare series, i.e., on the structure of SG as a 
graded f vector space. In later chapters, we shall focus on other aspects of SG. In 
Chapter 24, we shall study its structure as a G module, and in Chapters 25 and 26 
we shall study the associated module of harmonics H C S. 

We began the study of the Poincare series of SG in Chapter 20. Let n = dimr V 
and let {d" ... ,dn } be the degrees of G. It was shown in §20-3 that: 

Theorem A Let G C GL(V) be a finite non modular pseudo-reflection group. Then 

In particular, letting t = 1 and using the fact that IGI = I1~, di, we obtain: 

Corollary dimr SG = IGI. 
It follows from Theorem A that the degrees {d" ... , dn} of G are related to the 

Poincare series of SG. In the rest of this chapter, we develop an alternative formula 
for Pt(SG) in the case of Euclidean reflection groups. When we combine these 
formulas with the one above from Theorem A, we shall have a highly effective 
method of calculating {d" ... , dn}. 

The chapter will be devoted to proving the following theorem. 

Theorem B Let W C GL(lE) be a finite Euclidean reflection group. Then 

Pt(SW) = L tt('P). 
'PEW 
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In the above equation, g denotes length in W. To define length, we have to 
choose a root system ,0. C lE for W, and then a fundamental system L; of ,0. (see 
§4-2). As already observed in §13-1, the polynomial LipEW t£(ip) is independent of 
these choices. 

Before providing the proof of Theorem B, we shall first demonstrate its impor­
tance. We shall combine Theorems A and B from §23-2 to obtain a formula for 
calculating degrees, and then apply the formula to the case ofWeyl groups. 

In all that follows, we shall let ,0. c lE be a root system with associated reflection 
group W = W(,0.). We shall let L; = {O;I' ... , O;e} be a fundamental system of ,0. 

and {SI , ... , Sf} be the corresponding fundamental reflections in W. 

23-2 The exponents of Weyl groups 

In this section, we specialize to the case of crystallographic reflection groups for 
the sake of a particular application of Theorem 23-1B. It will be demonstrated that 
we can combine Theorem 23-1B with other results to obtain an effective method 
of calculating the degrees and exponents of crystallographic reflection groups. It 
will be shown that, for a crystallographic root system b., the degrees and expo­
nents of W (b.) are directly calculable from b.. 

Let ,0. C lE be a crystallographic root system and let W = W(,0.) be its associated 
Weyl group. In Chapter 13, we proved that, for any crystallographic root system, 
we have the identity 

Here ,0. + are the positive roots, g denotes length in W, and h denotes height in b., 
all defined with respect to some specific fundamental system in b.. The polyno­
mials on both sides of the identity are independent of the particular choice of the 
fundamental system. 

When we combine the above identity with Theorems A and B from §23-1, we 
have the identity 

n td; _ 1 th(a)+1 - 1 

IT t"=T = IT th(a) - 1 . 
i=1 aEL\.+ 

This identity provides a way of calculating the degrees {d1, ••• , de}, the exponents 
{ m I, .•. , m£} of W, or both. The method was originally observed empirically by 
Shapiro, and thereafter justified theoretically by Kostant [1] using Lie theoretic 
methods. The more elementary approach of this chapter is due to MacDonald 
[2]. 

The main result will be stated in terms of dual partitions. Duality between 
partitions is most easily envisaged with the help of diagrams. For example, the 
diagram 

* * * * * * * 
* * * 
* 
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illustrates that {7, 3, I} and {3, 2, 2, 1, 1, 1, I} are dual partitions of 11. 
Let 

nk = the number of positive roots of height k. 

We know that both {nh n2, ... } and {mh m2, ... } are partitions of N (= the 
number of positive roots). For, by definition, nl + n2 + ... = N whereas, by 
Corollary 18-1, ml + m2 + ... = N. It can be deduced from the above polynomial 
identity that: 

Theorem {nh n2,"'} and {mh m2,"'} are dual partitions ofN. 

This theorem provides a direct link between the exponents ofWeyl groups and 
their root systems. The same is therefore true for degrees (recall that dj = mj + 1). 

Example: As an illustration of the use of the theorem, consider the root system 
.6. = B3 (see §3-3). If we arrange the positive roots by height, then we have a 
diagram of the form 

* * * 
* * 
* * 
* 
* 

So {nl,n2,n3,n4,nS} = {3,2,2,I,I}. It follows that {ml,m2,m3} = {I,3,S}. 
Hence, we have determined the degrees {dh d2, d3} = {2, 4, 6} ofW(B3) from its 
root system B3. 

To prove the theorem, it suffices to prove: 

Proposition 

(i) nl ~ n2 ~ n3 ~ ... ; 
(ii) nk - nk+l = the number of times that k + 1 occurs in the degrees {d1, ••• ,dt}. 

This proposition asserts that nk - nk+l = the number of times that k occurs 
in the exponents {mh ... , mil. As the above diagrams illustrate, this relation is 
equivalent to the theorem. 

The proof of the proposition is based on the unique factorization of polynomi­
als in Z[t 1 into irreducible factors. The polynomials tk - 1 are not irreducible but, 
nevertheless, we can show that: 

Lemma A decomposition in l[tl of the form J(t) = (t-IYI (t2 -IY2 ... (tk -IYk 
is unique. 

Proof This is based on the fact that t k - 1 has an unique cyclotomic decomposition 
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into irreducible factors, where ws(t) is the s-th cyclotomic polynomial. The cy­
clotomic polynomials are irreducible in l[tl. Since l[tl is a unique factorization 
domain, this cyclotomic decomposition is unique. We observe that 

w k(t) appears in tk - 1 but not in t i - 1 for i < k. 

Given a power decomposition f(t) = (t _1)eJ (t2 _1)e, ... (tk _1)ek , we can further 
decompose f(t) into copies of the various ws(t). 

We now can make an inductive argument showing that any two power decom­
positions of f(t) must have the same factors with the same multiplicity for each 
factor tk - 1. We proceed by downward induction on degree, i.e., on k. If tk - 1 
is the highest-degree factor appearing in a power decomposition of f(t), then, 
because of (**), the number of copies of t k - 1 in (*) agrees with the number 
of copies of ws(t) appearing in the (unique!) cyclotomic decomposition of f(t). 
So any two power decompositions of f(t) must have the same highest-degree fac­
tor with the same multiplicity. Cancelling these terms, we continue the argument 
with the next highest -degree terms. • 

Proof of Proposition It is now an easy argument to establish the above proposi­
tion. Clearly, (ii) forces (i). To prove (ii), we take the previous identity 

n td; _ 1 t h(a)+1 - 1 

II "t=T = II thea) - 1 
i=1 aELl+ 

and, by cross-multiplication, obtain the identity 

n [ II (th(a) - 1)] [II (td, - 1)] = (t - It II (th(a)+l - 1). 

aELl+ i=1 aELl+ 

By the above lemma, the same terms must be present on each side. 

23-3 The ~ operations 

To prove the identity Pt(Sw) = L'PEW tC('P) , we shall use the ~ operations defined 
in § 18-2. Recall that, for any reflection sEW, we can define the operation 

~: 5 -> 5 

by the rule 
s . x = x + ~(x)a. 

The ~ operations are twisted derivations satisfying 

~(xy) = ~(x)y + (s· x)~(y) 
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for any x, yES. They annihilate SW, and so induce maps ~: I ----t I (by the rule 
~(xy) = x~(y) for x E SW and yES). Thus we also have induced maps 

~: Sw ----t Sw. 

Let {SI' ... ,Sl} be the fundamental reflections ofW and let {~1' ... , ~l} be their 
associated ~ operations. 

Lemma If 0 -=1= x E Sw has degree k, then there exists i1, • •• , i k chosen from 
{I, ... ,f} (with repetitions allowed) such that ~il ••• ~ik (x) -=1= 0 in (Sw)o = IF. 

Proof The proof of Lemma IS-2C can be easily modified to show that, if 0 -=1= 

y E Sw has degree> 0, then ~i(Y) -=1= 0 for some 1 :::; i :::; f. The lemma follows 
from repeated applications of this fact. • 

The proof of the identity Pt(Sw) = L<PEW t1(<p) is a refinement of the 
above lemma. For any composite ~il ••• ~ik' we have the associated operation 
Si1 ••• Sik E W. Recall that Si1 ••• sh is called a reduced expression ift'(Si1 ••• Sik) = k. 
The rest of the chapter will be devoted to proving: 

Proposition If Si I •.• Sik and S h ... S jk are two reduced expressions of the same 'P E 
W, then ~il ••• ~ik = ~h ... ~jk· 

This result holds in S and, hence, in Sw. It suffices to prove the identity 
Pt(Sw) = L<PEW t1(<p). First of all, we observe a consequence of the proposition. 

Corollary If f(Si 1 ••• Sik) < k then ~il ••• ~h = o. 

Proof It follows from the Matsumoto Exchange Property (see Theorem 4-4B) 
that, for some 1 :::; a :::; b < k, 

Sia ••• Sib = Sia+1 ••• Sib+l • 

Choose a and b such that b - a is minimal. Then Sia ••• Sib and Sia+1 ••• Sib+l are re­
duced expressions. Otherwise, we could apply the Matsumoto Exchange Property 
to the expressions Si • ••• Sib or Si.+1 ••• Sjb+l and deduce that b - a is not minimal. 
The proposition implies that 

It follows that 

where "/\" denotes elimination. Regarding the last equality, for any Q; E ~, 
(so? = 1 forces (~o)2 = o. Consequently, (~ib+l? = o. • 
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Now let 

rk = the rank of Sw in dimension k 

£k = the number of elements in W oflength k. 

The above desired Poincare series identity is equivalent to asserting that rk = £k 

for all k. By combining the above lemma, proposition and corollary we conclude 
that 

rk ::; £k for all k. 

On the other hand, the identity dimF Sw = IWI tells us that 

These two relations force rk = £k. So we are left with proving the above proposi­
tion. 

23-4 The element Wo 

The proof of Proposition 23-3 proceeds by first establishing the proposition for 
a canonical element Wo E W. The fundamental system ~ c ~ determines a 
decomposition 

of ~ into positive and negative roots. In §2 7 -1, it will be explained how to choose 
a unique involution Wo E W with the property that it converts every positive root 
into a negative root, i.e., 

Wo~+=~-. 

Since the length £( <.p) (with respect to ~) of each <.p E W can be determined by 
counting the number of positive roots of ~ transformed by <.p into negative roots, 
we have 

£(Wo) = N whereN = ID'+I. 
As will be observed in §27-1, Wo is the "longest word", namely the unique element 
in W of maximal length (= N) with respect to ~. 

In this section, we show that Proposition 23-3 holds for all the reduced expres­
sions of Wo> i.e., for every decomposition Wo = sa] ••• SaN of Wo using N funda­
mental reflections (see §4). Let 

Sk: 5 -t 5 

be the skew operator defined in §20-1, and let n = TIa>o 0: be the skew-invariant 
element of 5 defined in §20-2. In this section we shall prove: 

Proposition If Wo = Si] ••• SiN then, for all xES, 
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Observe that Sk(x) is a skew invariant and, so, divisible by O. Hence, 
Sk(x)/O E S. The proposition shows that the action of ~il ... ~iN is the same 
for each reduced expression Sil ... SiN of WOo 

We shall prove the above proposition in two steps. 

(I) O~il··· ~iN = ASk for some A E f; 
(II) A = 1. 

Step I First of all, we consider the action of O~il ... ~iN and Sk on o. We have 
Sk(O) = 0 while ~il ... ~iN(n) = A E 50 = f. So O~il ... ~iN(n) = AO. 
Hence, 

We now use this equality to force the equality O~il ... ~iN(X) = ASk(x) for all 
x E 5. 

We know, from §18-3, that 5 is a free 5w module. Moreover, both Sk: 5 ---t 

5 and ~il ... ~iN: 5 ---t 5 are 5w module maps. So it suffices to show that 
O~il ... ~iN and Sk differ by A E IF when they act on a set of 5w generators 
of5. 

First of all, in degrees ~ N, the only 5w generator that need be considered is 0 
because a set of 5w generators of 5 projects to an f basis of 5w = 5/1, and it was 
established in §20-3 that 

5w = {o if degree > N 

fO if degree = N. 

Secondly, in degrees ~ N, the only 5w generator that need be considered is also 
o because, since Sk takes values in the skew invariants of 5 and since every skew 
invariant is divisible by 0, it follows that Sk = 0 in degree < N. Moreover, since 
~il ... ~iN lowers degree by N, we also have ~it ... ~iN = 0 in degree < N. 

We can now finish the proof that O~il ... ~iN = ASk. By the above restric­
tions, Sk and ~il ... ~iN are determined by their effect on O. Since Sk(O) = 0 
and ~il ... ~iN(O) = A, the equality O~il ... ~iN = ASk follows. 

Step II As in §4-4, for any 'I' E W, let: 

Definition: ~(cp) = ~ + n '1'-1 ~ - = the positive roots of ~ transformed by 'I' 
into negative roots. 

The fact that A = 1 follows from the next general fact. We need to work in 
F(5) = the fraction field of 5. We use the notation x/ y to denote the element 
xy-I in F(5). The action ofW on 5 extends to an action on F(5) by the rule 

'I' . (x/y) = ('I' . x)/(cp . y) for all x, y E 5 and 'I' E W. 
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It follows that the operations ~a = a -I (1 - sa) also extend to an action on F( S). 
Working in F(S), we obtain: 

Lemma C Ifcp = Si1 ... Sik is a reduced expression for '1', then 

[ IT a]~il ···~ik = (detcp)cp+ L Cc/>¢, 
aE~(lrl) f(c/»<f(<p) 

where Cc/> E F(S). 

We conclude that A = 1 by applying this lemma to the element Wo = Si1 ••• SiN 

defined in §23-1. Recall that we have Wo = W;I (Le., Wo is an involution) and 
~(W;I) = ~(wo) = ~+. Consequently, Il aaE~(w;l) = (2 and the identity in 
Lemma C becomes 

(2~il ••. ~iN = (detwo)wo + L Cc/>¢. 
f(c/»<f(wo) 

On the other hand, by Step I 

Proof of Lemma C We shall work in F(S). We know from Theorem 4-4D that, if 
'I' = Si 1 ... Sip then 

On the other hand, the identity ~a = a- 1(1 - sa) tells us that 

= [(a· )(5' . a· ) .•• (s· •. ·5' . a' )]-I(_l)ks · .. ·5' + ~ C",'" 
11 II 12 'I lk-l tk 11 Ik ~ 0/0/ 

f(</J)<k 

= [ IT ar l det(cp)cp + L Cc/>¢. 
aE~(<p-l) f(c/»<k 

This concludes the proof of the lemma. • 
23-5 The proof of Proposition 23-3 

In this section we prove Proposition 23-3. We show that ~il ••• ~ik = ~h ... ~jk 
if Si1 •• ·Sik and sh .. ·Sjk are reduced expressions for the same 'I' E W. We begin 
by considering a special case. 
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Dihedral ReJlection Groups IfW = (sa, Sf3 I (Sa)2 = (Sf3)2 = (SaSf3)m = 1), then 
the only element of W with two distinct reduced expressions is the longest word 

Wo = SaSf3Sa ... = Sf3SaSf3 . . . (m terms in each expression). 

By §23-4, we must have 

Before proving the general case, we also want to record a lemma that will play 
an important role in the argument. 

Lemma If Sil ... Sik and sh ... Sjk are reduced expressions for cp E W, then 
Si l sh sh ... Sjq ... SA_I SA is also a reduced expression for cp, for some 1 :::; q :::; k. 

Proof Since 

we know l(Si,sh ... SA) < k+ 1. Therefore, by the Matsumoto Cancellation Prop­
erty (see Theorem 4-4C), we can delete two entries from si,sh ... Sjk' The possible 
deletions are 

(i) s· s· ... s· ... s· ... s· . 
'1 JI Jq Jr Jk' 

(ii) s· s· ... s· ... s· '1 JI }q }k' 

Case (i) is impossible because the equality si,sh" 'Sjk = si,sh" 'Sjq'" 
Sjr ... SA implies (cancelling Sj) that sh ... SA = sh'" Sjq ... Sjr ... SA' So 
l(sh ... Sjk) < k, and sh ... Sjk is not a reduced expression. Hence, a contradic-
tion. 

We conclude that case (ii) is the only possibility. The identity si,sh ... sh = 
sh ... Sjq ... SA can be rewritten 

• 

Arbitrary Reflection Groups We now begin the proof of Proposition 23-3 for an 
arbitrary W. The proof is by induction on length. The cases of length 0 or 1 are 
trivial. We assume that Proposition 23-3 holds for elements from W oflength < k. 
Consider two reduced expressions 

forcp E W. 

Casel Si l = sh' 

Cancelling, Si2 ..• Sh = sh'" Sjk' By induction, ~i2 ... ~ik 
Since ~i, = ~h' we also have ~il ... ~ik = ~h ... ~jk' 
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Case II Sik = Sjk' 

The argument is analogous to that in Case 1. 

Case III: General Case By Case I, we can assume Si1 =I- sh' For notational conve-
nience, we shall let 

We shall show that, if 6i1 ••• 6ik =I- 6 h ... 6 jk' then <p belongs to 

and has two reduced expressions 

stS' .. = <p = tst· . . (k terms in each expression) 

such that the two corresponding 6 operations satisfy the inequality 

This contradicts what we have already observed about the dihedral reflection­
group case. To prove (*) and (**), we shall produce, by induction, a string of 
reduced expressions for <p 

SSi," 'Sik = t(sj,·· ·Sjk) = st(sj,' ··Sjk_l) = tst(sj,·· 'sh_,) = ... 

= sts· .. (k terms) = tst· .. (k terms), 

where the corresponding 6 operators satisfy the inequalities 

~'(~i, ". ~ik) of ~t(~i2 ... ~jk) of ~,~t(~j, ... ~jk-l) 

~ 6t~ 6t(~· ···6· ) ~ ... / , J2 Jk-2 / 

Observe that (*) is the last equality of (* '), whereas (**) is the last inequality of 
(**'). The equalities of (*') and the inequalities of (**') are obtained by an in­
ductive argument. Each equality or inequality is obtained from the previous one. 
Observe that the initial line of both (*') and (**') are our operating hypotheses. 
As an example of the inductive argument, we shall demonstrate how to deduce the 
second lines of (*') and (** ') from the first lines. The argument for subsequent 
lines is similar. 

We assume that SSi, ... Sik = ts j, ... S jk and 6,6i2 ••• 6ik =I- 6 t 6 j2 ... 6 jk· 
The previous lemma, along with the assumption that S =I- t, tells us that stSj2 .. . 
s· ... s· is also a reduced expression for I() SO ss· ... s· ~ ts· ... s· = sts' .. . }q Jk r' 12 'k / J2 Jk J2 

Sjq ... Sjk' By Case I 
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If q < k, then, by Case II, 

~t~' ••• ~. = ~ ~t~' ••• /).. .••• ~. J2 Jk S J2 Jq Jk· 

From the last two identities, we would have 

contradicting our hypothesis. So the only possibility is q = k. Thus we must have 

Also, 
~t~' ••• ~ . ..../.. ~ ~t~' ••• /).. .••• ~. J2 Jk r s J2 Jq Jk· 

Otherwise, as above, we would have a contradiction. 
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24 Representations of pseudo-reflection groups 
In this chapter, we discuss some unique features of the representation theory of 
pseudo-reflection groups. In particular, we discuss the relation between the rep­
resentation theory and the invariant theory of pseudo-reflection groups. 

24-1 Sc as the regular representation 

We assume that V is a finite dimensional vector space over a field IF, and that 
G C GL(V) is a finite nonmodular pseudo-reflection group. Besides 5 = S(V), we 
shall also be using the following notation. 

R = SC, the ring of invariants of G 

I = the graded ideal of 5 generated by L Ri 
i21 

Sc = 51 I, the ring of covariants of G. 

Since the action of G on 5 maps I to itself, it follows that there is an induced action 
ofGonSc. 

Definition: A G module N over IF is the regular representation of G if there exists 
x E N such that { ip . x I ip E G} is an IF basis of N. 

So G acts on N by permuting the basis {ip' x I ip E G}. There is a standard sit­
uation in which regular representations arise. The normal basis theorem in Galois 
theory (see §12 of Chapter VIII ofLang [1]) tells us that, in the case of a Galois 
extension IF C E, the action of the Galois group G on the IF vector space E gives 
the regular representation of G. The regular representation is further discussed in 
Appendix B. In this section, we want to show that: 

Theorem Sc gives the regular representation of G. 

By Corollary 23-1, we have 

So Sc has the right dimension to be the regular representation of G. We begin 
by demonstrating that the regular representation of G arises naturally, via Galois 
theory, from the inclusion ReS. We must pass to fraction fields. Since ReS are 
integral domains, we can form their fraction fields F(R) C F(S). 

Since G is nonmodular, we have: 

LemmaA F(R) = F(SF 

Proof We obviously have F(R) C F(S)c. Consider w = xly E F(S)C, where 
x, yES. (We are using the convenient notation xl y to denote xy-l.) We want to 
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show that we can choose x, y E R. It suffices to show that we can choose y E R, 
since this forces wy E P(S)G. Thus x = wy E S n P(S)G = R. 

Now, since charlF does not divide [G[, we can apply the averaging operator 
Av: S ---+ S from Chapter 14 and obtain 

(x) 1 ,,'P'x 1 z 
w = Av(w) = Av - = -[G[ L..J -.- = -[G[ IT . 

y tpEG 'P Y tpEG'P Y 

for some z E S. Since G permutes the set {'P' Y [ 'P E G}, we have [ITtpEG 'P' Y 1 E 
R. • 

Next, we introduce some ideas from Galois theory. The identity peR) = P(S)G 
tells us that peS) is a Galois extension of peR) of degree [G[. In particular, by the 
normal basis theorem of Galois theory, G acts on the peR) vector space peS) as the 
regular representation. 

Since G maps I to itself, it follows from Maschke's theorem in Appendix B that 
we can find a G subspace MG C S such that 

Then MG ~ SG as G modules and it suffices to show that MG gives the regular 
representation. We shall do so by moving to a larger field IF C 9'", where it is clear 
that the induced action of G on MG ®f 9'" gives the regular representation. The 
existence of such a field 9'" follows from Lemma A plus: 

Lemma B F(S) = MG Q9F F(R). 

Proof It follows from §18-3 that S is a free R module generated by any IF basis of 
MG. In other words, 

S=MG®fR 

as R modules. This identity extends to that given in the lemma. For, let ~ be an 
IF basis of MG. By the above results from §18-3, the elements of ~ are linearly 
independent over R. Consequently, they are also linearly independent over peR). 
Since dimp(R) peS) = [G[ = [~[, it follows that ~ is a peR) basis of peS). • 

The identity in Lemma B is G equivariant, i.e., the action of G on peS) and on 
MG ®f peR) correspond via this identity. Consequently, G acts on MG ®f peR) as 
the regular representations over F(R). It follows that G acts on MG as the regular 
representation over IF because characters completely determine representations in 
the nonmodular case. And, by the above, the character x: G ---+ IF associated with 
the action of G on MG is that of the regular representation. 

24-2 The Poincare series of irreducible representations 

Let M = EB:o Mi be a graded connected IF vector space, and suppose that the 
group G acts on M so as to preserve the homogeneous components {Mi}. Each 
Mi is then a representation of G. As outlined in Appendix B, every representation 
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of G can be decomposed as a direct sum of irreducible representations, and the 
number of copies of each irreducible representation in such a decomposition is 
unique. 

Let ¢: G - GLn(f) be an irreducible representation of G. We can define the 
Poincare series of M (with respect to ¢) as follows. 

Definition: P <jJ(M) = L:o ajt j, where aj = the number of occurrences of the 
representation ¢ in Mj. 

In this section we obtain formulas for P <jJ(M) for the cases M = 5 and M = SG. 
Let x: G - IF be the associated character of ¢. 

Theorem (Generalized Mollen's Theorem) Given a finite nonmodular group G C 

GL(V), then 
P 5 __ 1" X(CP) 

<jJ( ) - IGI L..;G det(l - cpt)· 
<pE 

This theorem is a direct generalization ofMolien's Theorem because, if we take 
the trivial representation of G, then P<jJ(S) = Pt(SG). Moreover, since X(CP) = 1 in 
this case for all cp E G, the above theorem is exactly Molien's identity 

G 1" 1 
Pt(S ) = -IGI L..; det(l - t) 

<pEG cp 

as given in §17-2. We can deduce from the generalized Molien's theorem the fol­
lowing identity for pseudo-reflection groups. 

Corollary Given a finite nonmodular pseudo-reflection group G C GL(V), then 

_ [rrn d;] 1" X(cp) 
P<jJ(SG) - (1 - t ) TGI L..; det(l - t)· 

i=1 <pEG cp 

Proof of Theorem The proof of the generalized Molien's Theorem is an exten­
sion of the proof of Molien's Theorem as given in §17-2. If cp: V - V is a linear 
map, we shall use 

cpj: Sj - Sj 

to denote the induced maps on the homogeneous components of 5 = m:o Sj. 
We have the trace formula 

00 . 1 
~ tr( cpj )t' = det(l _ cpt) 
1=0 

given in Proposition 17-2A. Next, let 

CTj = the character of the representation given by the action of G on Sj. 
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Let ¢ be an irreducible representation with character X. For any character ,x: G ~ 
f corresponding to a representation p: G ~ GL(V), the number of occurrences 
of ¢ in p is given by the inner product 

1 " -I (X,,x) = TGf L...X(cp)A(cp) . 
<pEG 

In particular aj = (X, O"j) and, so, we have the series of identities 

~ . ~ 1 " I' P4>(S) = L...(X,O"i)t' = L...1Gf L... X(CP)O"i(CP)- t' 
i=O i=O <pEG 

1" [~ -I] 1" X(CP) 
= TGf L...X(cp) ~O"i(cp) = TGf L... det(l- t)" _ 

<pEG ,=0 <pEG cp 

Proof of Corollary The isomorphism S = MG ® R of G modules obtained in 
§24-1, plus the fact that G acts trivially on R, tells us that 

The generalized Molien formula for P</>(S), along with the identity Pt(R) 

I1~=1 I':td;' gives the corollary for p4>eMG). Since MG ~ SG as G modules, the 
corollary also holds for P 4> e SG). -

24-3 Exterior powers of reflection representation 

In this section, we consider irreducible essential complex pseudo-reflection groups 
G c GL(V) such that G is generated by n reflections {Sl,' .. , sn}, where n = 
dime V. Not every irreducible essential complex pseudo-reflection group satis­
fies this hypothesis. As mentioned in §20-2, some irreducible complex pseudo­
reflection groups acting on an n-dimensional vector space V require n + 1 pseudo­
reflections to generate them. However, all finite Euclidean reflection groups e when 
we consider them as complex pseudo-reflection groups) satisfy the hypothesis. A 
complete list of the n-dimensional irreducible essential pseudo-reflection groups 
which are generated by n pseudo-reflections is given in Chapter 12 of Shephard­
Todd [IJ. 

The exterior powers {Ek(V)} of V were defined in §22-2. We now prove that, 
given an irreducible reflection group as above, when we consider the naturally 
induced action of G on the exterior powers {EkeV)}, then: 

Theorem A (Steinberg) The exterior powers {Bo(V), BI (V), ... , BneV)} give dis­
tinct irreducible representations of G. 
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This result appears as an exercise in Bourbaki [IJ. For notational convenience, 
let 

Ak = the representation given by the G module Ek(V). 

Since Ek(V) is irreducible, we can define the Poincare series PAk (SG) of Ak as in 
§24-2. Moreover, we can use Solomon's arguments from Chapter 22 to explicitly 
calculate PAk (SG). Letting {ml' ... , mn } be the exponents of G, then, for each of 
the cases 1 ::; k ::; n, we have: 

TheoremB PAk(SG) = 2:i,<ooo<iktmi,ooomik. 

In particular, in the case A = Al we have: 

Corollary PA(SG) = tm, + tm2 + ... + tmn. 

The rest of this section will be devoted to the proof of the above theorems. 
Granted previous results, the proof of Theorem B is quite simple, and so will be 
given first. 

Proof of Theorem B The proof of Theorem B is based on the Solomon identity 

IT (1 + Ytmi ) = [IT 1 - tdi] _1 L detO + cpY) 
o 0 IGI detO - cpt) 
1=1 1=1 <pEG 

from §22-4. Let ¢k = the character of the representation Ak. We can write 

This identity is an analogue for E(V) of Proposition 17 -2A. It has already appeared 
in the proof of Proposition 22-4. 

If we substitute (**) into (*) and use the definition of PAk (SG) given by Corol­
lary 24-2, then (*) can be rewritten 

n 00 

ITo + Ytmi ) = LPAk(SG)yk . 

i=1 i=O 

The theorem now follows. 

Proof of Theorem A As indicated above, we shall assume that G c GL(V) 
is an irreducible essential pseudo-reflection group generated by n reflections 
{51> 0 •• , 5n }, where n = dime V. For each 5i, choose its exceptional eigenvec­
tor ei. So 5i . ei = ~ ei, where ~ is a root of unity. As explained in § 14-1, we can 
represent 5i in the form 

(ei, x) 
Si· X = x+ (~- 1)--ei, 

(ei, ei) 



252 VII. Rings of covariants 

where ( , ) is a positive definite Hermitian form invariant under G, i.e., (cp . x, 
cp. y) = (x,y) for allx,y E V and cp E G. So Si· ej = ej if and onlyifei and ej 
are orthogonal. 

The Graph of G Let G C GL(V) be an essential pseudo-reflection group gen­
erated by n reflections {Sl> ... , sn}, where n = dime V. We can represent the 
orthogonality relations between the vectors {el' ... ,en} by a graph consisting of 
n vertices {el> ... , en} with an edge between i and j if (ei, e j) 1= 0, i.e., if ei and e j 
are not orthogonal. The irreducibility of G is characterized in terms of this graph. 

Proposition r is connected if and only if G C GL(V) is an irreducible representa­
tion. 

If the graph is not connected, then the vectors {ei} from each connected com­
ponent of the graph generate a subspace of V invariant under G. When the graph 
is connected, the irreducibility of the action of G follows from: 

Lemma Suppose W C V is stable under Si. Then its orthogonal complement W.l is 
stable under Si. Moreover, ei E W or ei E W.l, but not both. 

Proof The relation (Si . x, y) = (x,si 1 • y) for all x, y E V tells us that W.l is 
stable under si I. SO W.l is also stable under Si. Regarding ei, if we decompose 
ei = a + f3 corresponding to the decomposition V = W EEl W.l, then Si . a = ~ a 
and Si . f3 = ~f3. Ifboth a and f3 are nonzero, then they are linearly independent. 
This contradicts the fact that rank(l - Si) = 1. So a = 0 or f3 = o. • 

The proof of Theorem A will be by induction on n = dime V. Let r be the 
graph of G C GL(V) as discussed above. Pick a vertex in r such that r is still 
connected when we delete the vertex. Without loss of generality, assume that en is 
the vertex. Let 

W = the subspace of V spanned by { el , ... , en-I} 

H = the reflection subgroup ofW generated by {Sl> ... , sn-d. 

By induction, we can assume that H C GL(W) has distinct irreducible exterior 
powers {Ek(W)}. 

Consider Ek(V) as an H module. Then Ek(W) C Ek(V) is a submodule. For 
future use, we record that Ek(W) has a basis 

~ = {eil /\ ... /\ eik Iii < ... < ik :::; n - I}, 

while Ek(V) has a basis ~ U e, where 

e = {eil /\ ... /\ eik_1 /\ en I i 1 < ... < h-l :::; n - I}. 

In particular, e projects to a basis of the quotient module Ek(V)/Ek(W). Observe 
that we have an isomorphism of H modules 
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In particular, the quotient module Ek(V)/Ek(W) is an irreducible H module. We 
now set about proving that the representations {Ek(V)} are irreducible and dis­
tinct. 

(iJ Irreducible Suppose that we have a G submodule {a} f:- M c Ek(V). We 
want to show that M = Ek(V). The irreducibility of Ek(W) tells us that either 
Ek(W) n M = {a} or Ek(W) eM. Similarly, if M' is a G module such that 

then either Ek(W) n M' = {a} or Ek(W) eM'. 

LemmaA IfEk(W) eM, or Ek(W) eM', then M = Ek(V). 

Proof We shall only do the case Ek(W) C M. First of all, 

because M is invariant under G. But Ek(W) is not. To see this, consider Sn. Pick 
eq, where q < nand (eq1 en) f:- O. Then 

If ei, 1\ ... 1\ eik E 13 involves eq, then sn(ei, 1\ ... 1\ eik) = (sn . ei,) 1\ ... 1\ (sn . eik) 
involves ei, 1\ ... 1\ eq 1\ ... 1\ eik 1\ en E e when expanded in terms of 13 11 e 
("1\" denotes elimination). 

So M has a nontrivial image in Ek(V)/Ek(W). Since the quotient module is an 
irreducible H module, it follows that the image of M is all of Ek(V) / Ek(W). Thus 
M = Ek(V). • 

To complete the proof of the theorem, we need only show: 

LemmaB It is not possible to have both Ek(W)nM = {O} and Ek(W)nM' = {O}. 

Proof First of all, these conditions imply that both M and M' would imbed in 
Ek(V)/Ek(W) ~ Ek-l (W). Since Ek-l (W) is irreducible as an H module, we must 
then have 

M ~ Ek-l(W) ~ M' 

as H modules. Since Ek(V) = M EB M', we have 

dime Ek(V) = dimeM + dimeM'. 

On the other hand, 

These identities force 
dime Ek(W) = dime M'. 
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Hence, by counting dimensions, the imbedding Ek(W) -+ Ek(V)/M ~ M' is an 
isomorphism 

Ek(W) ~M' 

of H modules. We now know that Ek(W) ~ M' ~ Ek-l (W) as H modules, which 
contradicts the assumption that the H modules {Ek(W)} are all distinct. 

(iiJ Distinct Since dime Ek(V) = G), we can distinguish all the modules except 
for Ek(V) and En-k(V) on the basis of dimension. For any 1 :::; i :::; n, let ¢i: G -+ 

« be the character of the G module Ei(V). To distinguish Ek(V) and En-k(V), it 
suffices to find <P E G such that ¢k(<P) # ¢n-k(<P). Let <P be a reflection. We have 
the identity 

L ¢i(<P)ti = det(1 + cpt) = (1 + wt)(1 + t)n-l, 

where w is the exceptional eigenvalue of <p. The first equality has already been 
mentioned above in the proof of Theorem B. The second equality is straightfor­
ward. Next, by comparing coefficients on both sides of the equation, we obtain 

(n - 1) (n - 1) 
¢k(<p) = k + k-l w 

(n - 1) (n -1 ) 
¢n-k(<P)= n-k + n-k-l w. 

• 
24-4 MacDonald representations 

Sub pseudo-reflection groups of G c GL(V) can be used to induce irreducible 
representations of G. Let H C G c GL(V) be such a subgroup. As in §20-2, 
decompose each reflection s E H as 

s . x = x + ~s(x)as 

and form the element 

belonging to SN(V), where N = the number of reflections in H. It follows from 
Propositions A and B of §20-2 that the one-dimensional space IFOH gives the skew 
representation of H, i.e., 

<p' OH = (det<p)-IOH 

for all <P E H. Moreover, N is the lowest degree at which the skew representation 
occurs in S(V). Let 

W H = the G module generated by IFOH. 

Then we have: 

Proposition 
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(i) W H is an irreducible representation of G; 
(ii) The representation WH does not occur in S(V) in degree < N; 
(iii) The representation W H occurs in SN(V) with multiplicity 1. 
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Proof Regarding (ii) and (iii), we know that, if we restrict from G to H, then 
WH contains a copy of the skew representation of H. However, Sj(V) contains 
no copies of the skew representation for i < N, and only one copy when i = N. 
Regarding assertion (i), suppose W H = M EEl M' as a G module. We want to show 
that either M = W H or M I = W H. We claim that 

Write OH = x+y, where x E M and y E M'. Given <p E H, <P·OH = (det<p)-IOH 
implies that <p • x = (det <p) -I X and <p • y = (det <p) -I y. So if x f:. 0 and y f:. 0, 
we should have two copies of the skew representation of H in W H. But, as already 
observed, the skew representation occurs only once in SN(V). We conclude that 
x = 0 or y = o. 

Without loss of generality, assume that OH E M. Then, by the definition of 
OH, WH eM, i.e., WH = M andM' = o. • 

A representation constructed as above is called a MacDonald representation. 
This construction was first discussed in MacDonald [1]. It was further analyzed 
in Lusztig [1] and Lusztig [2]. 

Example: The canonical examples of MacDonald representations occur in the 
case of the symmetric group W (Ac) = Ec+ I. It is a standard fact that the irre­
ducible representations of EC+I are indexed by the partitions of f + 1. The Mac­
Donald construction provides a construction of these representations. For each 
partition nl + ... + nk = f + 1, we have the reflection subgroup 

Here Ec+ I is generated by the fundamental reflections {Sl' ..• , sc}, where Sj = the 
permutation (i, i + O. And the factor Enj ofEc+1 is generated by {Sj I nl + ... + 
nj_1 < i < nl + ... + nj}. So EnJ x ... x Enk is a reflection subgroup and we 
can apply the MacDonald construction to obtain an irreducible representation of 

EC+I' 
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25 Harmonic elements 
In this section, we introduce the concept of the harmonic elements of a group 
G c GL(V). Before defining harmonic elements, we first introduce the algebra of 
differential operators. This is done in §25-2, after a discussion of Hopf algebras in 
§25-1. Harmonic elements are defined in §25-4. Harmonic elements will be stud­
ied in detail in Chapter 26. In particular, it will be demonstrated that the property 
of G being a pseudo-reflection group can be characterized in terms of harmonic 
elements. This chapter is designed to introduce the machinery necessary for that 
study. 

25-1 Hopi algebras 

In this chapter, we assume that f is a field of characteristic zero, and that V is a 
finite dimensional vector space over JF. Let 

S = S(V) and S* = S(V*). 

Before defining the harmonic elements of S = S(V), we need to discuss the various 
relations of S* to S. That will be done in this section, as well as in §25-2 and §25-3. 
The reason for assuming that JF is of characteristic zero is to enable us to define the 
bilinear pairing (_, -J: S* (9 S ..... f described in part (b) of this section. 

(a) Hopf Algebras We can consider Sand S* as graded Hopf algebras. A basic 
reference for graded Hopf algebras is Milnor-Moore [1]. A graded Hopf algebra H 
is a graded connected vector space over IF with structure maps 

such that 

(i) H is an associative algebra H (9 H ...!:.... H with unit; 

(ii) H is a coassociative co algebra H ~ H (9 H with co unit. This means that, 
for every element x E H, the coproduct is of the form 

~(x) = x(91 + l(9x+ I: x' (9 x", where degx' > 0 and degx" > 0 

and we have the identity 

(~ (9 l)~(x) = (1 (9 ~)~(x); 

(iii) The algebra and coalgebra structures are compatible in the sense that the fol­
lowing identity is satisfied 

~(xy) = ~(x)~(y) 

for all x, y E H. In other words, ~ is an algebra map. 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001
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Regarding the algebra structure, both Sand S* are polynomial algebras. If 
{tl,"" tn} is a basis of V, and {al,'" ,an} is a basis ofV*, then we can write 

S=IF[tl, ... ,tnl and S*=IF[a), ... ,anl. 

The coalgebra structures 

~: S ----* S ® S and ~ *: S* ----* S* ® S* 

are determined by stipulating that the elements of V and V* are primitive, i.e., 

~(x) = x ® 1 + 1 ® x for all x E V 

~ * (a) = a ® 1 + 1 ® a for all a E V*. 

Sand S* are said to be primitively generated Hopf algebras. 

(b) Duality The Kronecker pairing 

extends to a pairing 

which relates the Hopf algebra structures of S* and S. This extended pairing is 
determined by the rule 

(a,xy) = (~*(a),x® y) 

for any a E S* and x, yES. Observe that this is actually a recursive formula. If 
~(a) = Li a' ® a/l, then 

(a,xy) = L(a',x)(a/l,y). 
i 

We can, thereby, obtain explicit formulas for the pairing (_, _). As before, write 

S = IF[tl,'''' tnl and S* = IF[al,'''' an], where {tl,"" tn} and {al,"" an} 
are dual bases of V and V*, respectively. Then Sand S* have canonical bases 

where E = (el, ez, ... ) and F = (fi, Ii, ... ) range over all sequences of nonnega­
tive integers with only finitely many nonzero terms. The pairing satisfies: 

Lemma (aE tF) = where E! = TI e !. {
E! ifB = F 

, 0 ifE =J= F S 
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Proof To prove this, we use (*) and the coproduct formula for ~ *: 5* ---+ 5* 05* 

where 

~((l) = L (F, G)cl0 o:G, 
P+G=E 

E! 
(F,G) = F!G!. • 

Finally, under the pairing (_, _), 5* and 5 are dual Hopf algebras. In other 
words, the maps 

JL: 5 0 5 ---+ 5 and ~: 5 ---+ 5 0 5 

dualize to give the maps 

~ *: 5* ---+ 5* 0 5* and JL *: 5* 0 5* ---+ 5*, 

respectively. Notably, the duality relation (*) can be rewritten as 

(0:,JL(x0y)) = (~*(0:),x0y), 

which gives the duality between JL and ~ * . 

25-2 Differential operators 

We continue to use the notation of §25-1. Besides thinking of 5* as the dual Hopf 
algebra of 5, we can also interpret 5* as a Hopf algebra of differential operators 
acting on 5. For any 0: E 5*, we use 

to denote the corresponding linear operator. We give three different approaches 
to the action 5* 0 5 ---+ 5. 

(aJ First Approach We begin with a relatively informal description of the action 
5* 0 5 ---+ 5. For any 0: E V*, the operator D", is a derivation determined by the 
rules: 

(E-l) 
D",(x) = (o:,x) for x E V 

D",(xy) = D",(x)y + xD",(y) for x, y E 5. 

For an arbitrary 0: E 5* = IF[o:!, ... , O:n], we define D", by replacing 
{O:I, ... , O:n} in 0: = j(O:11 ... , O:n) by the derivatives {D",p ... , D",J. In other 
words, multiplication in 5* corresponds to composition of the associated differ­
ential operators. 

(b J Second Approach More formally, the action 5* 0 5 ---+ 5 is determined by 
the two requirements that: 
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(E-2) For any a E V* and x E V, Da(x) = (a, x); 
(E-3) For any a E 5* and x, y E 5, if ~*(a) = Li a[ ® a[', then 

This definition of Da agrees with the previous one. First of all, for a E V* we 
have ~*(a) = a ® 1 + 1 ® a. So it follows from property (E-3) that Da is a 
derivation. Secondly, it follows from property (E-3) and the identity ~*(a,6) = 
~*(a)~*(,6), that DaD8 = Da{3 foranya,,6 E 5*. 

(c) Third Approach There is also a third way to define the operations Da. We 
can use the above defining properties to deduce the following formula for Da. 

LemmaA Given a E 5* and x E 5, if ~(x) = Li x[ ® x[', then 

Proof The proof is by induction on the degree of a. First of all, suppose that 
a E V*, i.e., deg( a) = 1. Write 5 = IF[tl, ... ,tnl. It suffices to verify the formula 
for any monomial tE = tfl ... t~". By property (E-2), we have Da (ti) = (a, ti). By 
the derivation property of Da , we then have 

A direct analogy of a previous result for ~ * is that the coproduct ~: 5 -+ 5 ® 5 
satisfies 

where 

~(tE) = L (F, G)tF ® tG, 

F+G=E 

E! 
(F, G) = F! G! . 

We can reformulate the above identity as 

Da(tE) = L (F, G)(a, l)tG, 

F+G=E 

which is the desired formula. 
Next, pick k 2: 2 and suppose that the lemma holds in degree < k. In proving 

the lemma in degree k, we can reduce to monomials. Every monomial a of degree 
k can be decomposed a = a'a", where deg(a'), deg(a") < k. In particular, the 
lemma holds for Da' and Da". Pick x E 5 and write ~(x) = Li x[ ® x['. Since 
(~ ® l)~ = (1 ® ~)~, we can write 

(~ ® l)~(x) = (1 ® ~)~(x) = L x[ ® Xij ® x/' 
i 
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where x[ and x[' are as above. We now have the identities 

Da{x) = DaIDall{X) = Da l [l)a",x!)x:'] = I)a",x[)(a',Xij)Xj' 
i i,j 

= l)a" ® a', L).{xj))xj' = L(a"a',xj)xj' 
j 

= L(a,xj)xj'. 
j 

We close this section with a few remarks about the action of S* on S. 

(a) First of all, we explicitly note that, for a constant e E f = So' we have 

DC<x) = ex for all xES. 

• 

(b) Next, the action S* ®S --t S actually incorporates the pairing (_, _): S* ®S --t 

f. More precisely, it follows from Lemma A that 

(E-4) for any a E st and x E ShDa{X) = (a,x). 

For we can write L).{x) = x ® 1 + Ei x[ ® x[', where deg{x[) < k. So Da{x) = 
Ei(a,x[)x[, reduces to Da{x) = (a, x). 

(c) Lastly, we want to observe that it follows from the above lemma that the 
action S* ® S --t S is equivalent, in an appropriate sense, to the product 
S* ® S* --t S*. The relationship is one of duality and is given by the following 
lemma. 

LemmaB For any a, {3 E S*, xES, (a, Dj3{x)) = (a{3,x). 

Proof (a{3,x) = (a®{3,L).{x)) = (a®{3,Eix[®x[') = (a, Ex[({3,x['))= 
(a, Dj3{x)). The last equality follows from the previous lemma. • 

25-3 Group actions 

As a preparation for the discussion of harmonics in §25-4, we introduce group 
actions into the map S* ® S --t S. Given a group G c GL{V), there is a dual 
action of G on V* determined by 

(F-l) (<p' a, x) = (a, <p-l . x) for any x E V, a E V* and <p E G. 

There are induced actions of G on Sand S* and, if we consider the bilinear pairing 

then the actions are also related as above. In particular, the bilinear pairing is 
G-equivariant, i.e., 
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(F-2) (i.p' 0, i.p' x) = (o,x) for XES, 0 E S* and i.p E G. 

The actions of G on Sand S* are related, in terms of the map S* (9 S -+ S, by: 

Lemma i.p' D,,(x) = D",o,,(i.p· x) for any xES, 0 E S* and i.p E G. 

Proof We use the definition of D" given above in Lemma 25-2A. Suppose xES 
satisfies ~(x) = 2::i x[ (9 x[' and, hence, ~(i.p' x) = 2::i i.p' x[ (9 i.p. x['. Then 

i.p . D,,(x) = L (0, x:)i.p . x:' (by Lemma 25-2A) 

= L (i.p' 0, i.p' x:)i.p' x:' (by (F-2» 

= D",o,,(i.p· x) (by Lemma 25-2A). 

25-4 Harmonic elements 

The invariants of S have been considered in the past few chapters. We can also 
look at the invariants of S*. As above, the action of G on V induces an action on 
V* and, hence, on S*. So we can consider R* = S*G. Let 

R: = LRi. 
i~l 

The difference between working in R* and R~ is that, in the first case, elements 
o E R* are allowed to have nontrivial constant terms (= 0(0». 

Definition: xES is said to be harmonic if D,,(x) = 0 for all 0 E R~, or, equiva­
lently,ifD,,(x) = o(O)x for all 0 E R*. 

Regarding the equivalence of these two conditions, recall that Dc(x) = cx for 
any constant c ElF. We shall use the following: 

Notation: H = the harmonic elements of S. 

Remark: The Coxeter groups W(An- 1) = I:n> W(Bn) = (l/2l)n )<l I:n and 
W(Dn) = (l/2l)n-l)<l I:n all act by permuting {th"" tn}, as well as by changing 
their signs. It follows thattf + ... +t~ is an invariant of each of them. Consequently, 
a harmonic element in each of these cases must satisfy 

~(x) = 0, 

,.. 1)2 1)2 • h 1 l' h . h 1 where u = 1)2tt + ... + 1)2tn IS t e usua Lap aClan. T is equation IS t e usua 
definition of a harmonic function. 

We remark upon some structural properties of the harmonics H C S. 
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(a) First of all, H is an S* submodule of S. In other words, the action of S* on S 
via the maps Do:: S - S leaves H stable. For, if x E H, then, for any a E S*, 
(3 E R*, 

Df3Do:(x) = Do:Df3(x) = Do:(O) = O. 

So Do: (x) E H. This action of S* on H will be used in the next chapter. 
(b) Notice also that H is a G submodule of S. The proof is analogous to that given 

above for the S* submodule property. 
(c) In analogue to the ideal Ie S defined in Chapter 18, we can form 

r = {(3a I (3 E S* , a E R:} = the ideal of S* generated by R:. 

The third property of H concerns the duality existing between the submodule 
H C S and the quotient module S* - S* II. It is easily seen that the definition of 
H can be strengthened to assert that: 

Lemma A x E H if and only if Do: (x) = 0 for all a E I*. 

This leads to the following duality relationship. 

Lemma B The submodule H C S is dual to the quotient module S* - S* I I*. 

Proof Pick a E S*, (3 E R*. By Lemma 2S-2B we have the identity 

(a(3,x) = (a,Df3(x)) for any X E S. 

Moreover, 

(a, Df3(x)) = 0 for all a and (3 as above if and only if x E H. 

It follows from the above equalities that H = the annihilator of I* under the non­
singular pairing (_, _). So there is an induced nonsingular pairing between S* I I* 
andH. • 

Remark: Since S* I I* is a quotient algebra, it follows that H C S is a sub coalge­
bra. 

This duality between H C Sand S* II* can be further extended. It is clear, 
from the above argument, that the action of S* on H dualizes, in an appropriate 
manner, to determine the algebra structure of S* I I*. These structures will be 
studied further in Chapter 26. It will be shown that, when G is a pseudo-reflection 
group, then H is a "cyclic" S* module, and that this property is equivalent to the 
algebra H satisfying "Poincare duality': 
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26 Harmonics and reflection groups 
In this chapter, we use harmonic elements to characterize pseudo-reflection 
groups over fields of characteristic zero. This characterization is then used to 
demonstrate that isotropy subgroups of a non modular pseudo-reflection group 
are also pseudo-reflection groups. This fact will playa crucial role in the study 
of regular elements in Chapter 33. All of the arguments of this section are due to 
Steinberg [2]. 

26-1 Main results 

As in Chapter 25, let IF be a field of characteristic zero, V a finite dimensional vector 
space over iF, and G C GL(V) a finite group. We continue to use the notation 

5 = Sty) R = SG R+ = L Ri I = the ideal (R+) 
i2':1 

5* = S(V*) R* = S*G R: = L R7 I* = the ideal (R:). 
i2':1 

It was shown in Chapter 18 that G C GL(V) being a pseudo-reflection group is 
equivalent to either of the following conditions: 

(i) R is a polynomial algebra; 
(ii) 5 is a free R module. 

In this chapter, we use the harmonics as defined in §25-4 to produce another char­
acterization of pseudo-reflection groups in the characteristic zero case. Recall that 
in §25-4 we defined the harmonic elements H C S by interpreting S* as a ring of 
differential operators acting on 5, and letting 

H = {x E 5 I DQ(x) = a(O)x for all a E R*} 

= {x E 5 I DQ(x) = o for all a E R:}. 

It was also observed in §25-4 that H is a 5* submodule of s. Recall that a S* module 
is cyclic if it is generated by a single element. In this chapter, we shall prove that: 

Theorem (Steinberg) Let V be a finite dimensional vector space over a field IF of 
characteristic zero, and let G C GL(V) be a finite group. Then G is a pseudo­
reflection group if and only if H is a cyclic 5* module. 

We shall actually prove a more detailed result. Let G C GL(V) be a pseudo­
reflection group, and let 

be the associated skew-invariant element of G defined in §25-2. We shall show 
that S1 is harmonic and, when H is cyclic, that S1 can be chosen to be the S* cyclic 
generator of H. 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001
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We remark that this rather technical characterization of pseudo-reflection 
groups can be reformulated in terms of the property that the algebra H satisfies 
"Poincare duality': This equivalence is discussed in §26-7. However, the cyclic 
module version of the property is the more useful one for the arguments of this 
chapter. The Steinberg Theorem has important applications. In particular, it can 
be used to extend a result from §8-1 about the isotropy groups of Euclidean re­
flection groups. 

Definition: Given a set reV, the isotropy group of r is 

Gr = {'P E G I 'P . x = x for all x E r}. 

We can use this characterization of pseudo-reflection groups to show: 

Corollary (Steinberg) Let V be a finite dimensional vector space over a field IF of 
characteristic zero, and let G C GL(V) be a finite pseudo-reflection group. For any 
set rev, Gr eGis a pseudo-reflection group. 

This corollary will be used in Chapters 32 and 34 during the study of regular 
elements. 

The arguments of this chapter will involve not only the invariant theory and 
the skew-invariant theory of S, but also those of S*. The discussion, in previous 
chapters, of this theory for S also applies to S* without any significant alterations. 
So we freely use the analogous results for S* in what follows. 

26-2 Harmonics of pseudo-reflection groups are cyclic 

In this section, we prove one of the implications from Theorem 26-1. Assume that 
V is a finite dimensional vector space over a field IF of characteristic zero, and that 
G C GL(V) is a pseudo-reflection group. As in §25-2, form the skew invariant 
element 

in S. This section will be devoted to proving: 

Proposition H is a cyclic S* module with D = 11 O:s as generator. 

First of all, we have: 

Lemma A D is harmonic. 

Proof Given 0: E R* of degree> 0, we want to show that Da(D) = O. For any 
'P E G, 

So Da(n) is a skew invariant. By Proposition 20-2B, Da(D) is divisible by D. But 
degDaCD) < degD. Thus DaCn) = O. • 
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Next, let 
H(O) = {D,,(n) I a E S*}. 

Since 0 E H, and since H is invariant under the action of S* on S, we have 

H(n) c H. 

The proposition asserts that this inclusion is an equality. It clearly suffices to prove 
dimf H ::::; dimlF H(O). Let 

1* = the ideal of S* generated by R: = I: R~. 
i2: I 

The ideal 1* and the quotient algebra S* /1* were considered in §25-4. We shall 
show that 

dimf H = dimf S* /1* ::::; dimF H(O). 

The first equality follows from Lemma 25-4B, where it was established that the 
submodule H C S is the dual of the quotient S* -+ S* /1*. The second inequality 
will follow from: 

Lemma B Given a E S* of degree> 0, then D" (n) = 0 if and only if a E 1*. 

This lemma implies that the action of S* on H(O) induces a faithful action of 
S* /1* on O. 

Proof of Lemma B First of all, Lemma A easily extends to assert that D,,(O) = 0 
for all a E 1*, since we can write 

1* = {j3a I j3 E S*, a E R:} 

and, given j3 E S* and a E R~, then Dj3,,(O) = Dj3D,,(O) = o. So the proof of 
the proposition consists of showing the reverse implication, namely that 

Dn(O) = 0 implies a E 1*. 

We prove statement (*) by downward induction on deg a. Since S* /1* is finite 
dimensional, we know that a E 1* when a has high degree. So pick a E 1* and 
assume that (*) is true in degree > deg a. First of all, we can use this induction 
hypothesis to show that 

(a) (det<p)<p' a == a (mod1*) 

for every <p E G. Here det: G -+ IF is induced by the embedding G C GL(V*). 
Since det is multiplicative, and G is generated by pseudo-reflections, we can reduce 
the proof of (a) to the case where <p = 5, a pseudo-reflection. Choose'Y E V* c S* 
so that 5: V* -+ V* satisfies 

s· 'Y = (dets)-y. 
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Now, D,,,,(Q) = D,D",(Q) = O. So, by the induction hypothesis, "fa E J*. Write 

Hence, 1* = S* WI + ... + S* Wn and we can expand 

where Ai E S*. We have 

(dets),,(s· a) = (5' "f)(s· a) = s· ba) = (s· Adwi + ... + (s· An)wn. 

Since s· ai = ai + ..6.(Ai)"(, we have 

By combining these last three relations, we can write 

(dets)(s· a) - a = [(5' Al - AI)hlwi + ... + [(5' An - An)hlwn 

= ..6.(A I )WI + ... + ..6.(An)wn. 

Thus (dets)(s· a) - a E 1* and (a) is proved. 
Let Q* be the analogue in S* of the skew-invariant element Q in S. We next 

reduce to the case where 

(b) a == AQ* (mod 1*) for some A ElF. 

We have equation (a) for eachcp E G. Add the left-hand side of all these 
equations together and then divide by IGI. Do the same for the right-hand side. 
We then obtain the relation 

Sk(a) == a (modI*), 

where Sk: S* --> S* is the projection map for the skew invariants of S* defined by 

1 
Sk(x) = TGT L(detcp)cp. x. 

<pEG 

By Proposition 2S-2B 
a == (30,* (mod 1*), 

where (3 E R*. If deg (3 > 0, then a E 1* and we are done. So we are reduced to (3 
being a constant. We have 

(c) (Q*, Q) =1= O. 
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For, by Lemma 24-4B, 
5'N = HY EO I'N. 

And, by property (E-4) in §25-3, we have 

(r, fl; = D1 (fl) = 0 for all r E I'N. 

The nonsingularity of the pairing (_, _; then forces (fl*, fl; =f- o. 
On the other hand, the hypothesis that D,,(n) = 0 forces 

(d) (a, fl; = o. 
We need only consider a having the same degree as fl to see this. And, again 

using property (E-4) of§25-3, we have (a, fl; = D,,(fl) = O. 
Finally, by comparing (c) and (d), we have A = 0 in (b). So a == 0 mod I*. • 

26-3 Generalized harmonics 

This section is a preliminary to the arguments of §26-4, §26-5 and §26-6. It intro­
duces a generalization of the harmonics H C 5 and studies some of its properties. 
For the rest of this chapter, we pass from the polynomials 5 = 5(V) and work with 
the formal power series 5( (V)). Actually, it suffices (and is convenient) to work 
with a sub algebra S C 5( (V)). For each x EVe 5, we have 

00 

in 5((V)). Let 

S = the subalgebra of 5(CV)) generated by 5 and {If I x E V}. 

The differential action of 5* on 5 extends to an action of 5* on S. Just differentiate 
~ in the usual manner. In other words, for any a E 5*, we have 

Here we are interpreting the elements of 5* as polynomial functions on V so that 
a(x) denotes the value of the polynomial a E 5* on x E V. For each x E V, we can 
define an analogue of the harmonic polynomials. 

Definition: Hx = {y E S I D"Cy) = a(x)y for all a E R*}. 

We shall need the following properties of Hx. 

(a) Each Hx is a 5* sub module of S. 
Pick a E R*, (3 E 5* and y E Hx. Then 

So DiJ{Y) E Hx· 
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(b) Each Hx is a G submodule of S. 

Pick a E R*, Y E Hx and 'P E G. Then 

SO'P' Y E Hx. 

VII. Rings of covariants 

The Automorphism ¢x We now introduce notation to help us better describe the 
action of S* on each Hx. For each x E V we can define an automorphism 

by the rules that 

¢x: S* -t S* 

¢x(a) = a + a(x) for each a E V* 

¢Aaf3) = ¢Aa)¢Af3) for each a, f3 E S*. 

Observe that, for any a E S*, we have 

(G-l) ¢Aa)(O) = a(x). 

The map ¢x is related to the action of G on S and S* by the formula 

for any XES, a E S* and'P E G. So ¢x is not G-equivariant but, if we let 

Gx = the isotropy group of x E V, 

then ¢x is Gx-equivariant, i.e., 'P' ¢Aa) = ¢A'P' a) for all 'P E Gx. So ¢x restricts 
to give an isomorphism 

Our next formula is, essentially, the motivation for introducing the automor­

phism ¢x' For any a E S* and yEs' we have the relation 

It suffices to verify (G-3) for the elements a E V* generating S*. It has already 
been observed in Chapter 25 that, for a E V*, the operator Da is a derivation. 
Hence, 

Da(cy) = Da(c)y + cDo,(y) = a(x)cy + CDa(y) 

= C[Da(x)(Y) + Da(Y)] = cDa+a(x)(Y), 

which is identity (G-3) for a E V*. 
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As the first application of the above automorphisms we locate, for each x E V, 
certain canonical elements of Hx. We clearly have ~ E Hx. More generally, we 
have 

e"-x E Hx for each tp E G. 

For, given n E R*, we have 

The last equality is based on the fact that n E R* and, so, n(tp . x) = tp-1n(x) = 
n(x). We can expand this collection of elements in Hx by using the subspace 
H(x) cH 

H(x) = the harmonic elements with respect to Gx 

= {y E 5 I Doh) = o for all n E (S*)Gx }. 

It is not true that H(x) C Hx. Rather, the following holds. 

Lemma A ~ H(x) C Hx. 

Proof Pick n E R* and h E H(x). Then, by identity (G-2) above, 

By the discussion following identity (G-2), rPx(n) E (S*)Gx • So, by the definition 
of H(x) and identity (G-l), 

Thus 

The argument used to prove Lemma A shows, more generally, that: 

Lemma B e"-x H(x) C Hx for any tp E G. 

Proof For any n E R*, we have the identities 

DQ(e'P-Xh) = e,,-xD¢;Jh) 

D¢;x(Q)(h) = n(tp· x)h = n(x)h. 

The last equality is based on n E R* and, so, n(tp . x) 
Combining the above two identities, we have 

• 

n(x). 

• 
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26-4 Cyclic harmonics 

This section is another preliminary section before we complete (in §26-S) the 
proof of Theorem 26-1 and then prove (in §26-6) Corollary 26-1. In this section, 
we assume that the harmonics H are a cyclic S* module, and demonstrate that the 
cyclic generator P of H can be chosen to satisfy special properties. We then use 
these properties to define a canonical element Px of the generalized harmonics Hx 
for each x E V. We shall define Px in this section and prove: 

Proposition A If H is a cyclic S* module, then, for all x E V, Hx is also a cyclic S* 
module generated by Px . 

By considering the action of S* on Px , we can also show: 

Proposition B If H is a cyclic S* module, then, for all x E v, dimF Hx 2:: 
dimF S* /1*. 

We shall proceed by first studying the cyclic generator P E H, then defining the 
element Px E Hx and, finally, studying the relation between Px and P. 

Proposition B will be used in §26-S, whereas Proposition A will not be used 
until §26-6. 

(aJ The Cyclic Generator P We first show that P can be chosen to satisfy: 

Lemma A P is homogeneous. 

Proof If we decompose P as a sum of its homogeneous components 

P = Pr + Pr+1 + Pr+2 + ... + Pm, 

then Pk E H for each k. To see this, pick a homogeneous element a E R~. If the 
resulting equation DeAP) = 0 is decomposed into its homogeneous components, 
then we obtain the homogeneous equations Da(Pk) = o. 

Suppose Pm is the nonzero component of P of highest degree. Since Pm E H, 
and P is the cyclic generator of H, we can choose (3 E S* such that 

We also have 
(3(0) = 1. 

For, by definition, when we apply D(3 to P = Pr + Pr+1 + Pr+2 + ... + Pm we obtain 
D(3(P) = (3(O)Pm+ terms oflower degree. Compare this with the previous identity 
D(3(P) = Pm. 

Since P generates H, and since D(3(P) E H, it follows that D(3 maps H to H. It 
follows from the property (3(0) = 1 that the map 
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is an isomorphism of 5* modules. For given any homogeneous element 0: E H, 
we have 

Dd(O:) = ;3(0)0: + terms oflower degree 

= 0: + terms of lower degree. 

In particular, since Dd maps P to Pm, it follows that Pm is also a cyclic generator 
ciR • 

In what follows, assume that P is a homogeneous generator of H. 

Lemma B tp. P = E( tp)P for some group homomorphism E: G ~ 1F*. 

Proof We observed in §25-4 that H C 5 is a G submodule. Hence, for every 
tp E G, we have tp . P E H and, so, 

tp. P = Da(P) 

for some (3 E 5*. By arguing as in the proof of Proposition A, we have ;3(0) i=- O. 
It is easy to see that the map 

c: G ~ IF* 

is multiplicative. • 

Lemma C P is a homogeneous element of minimal degree in 5 satisfying the rule 
tp . x = E( tp)x for all tp E G. It is unique up to scalar multiple. 

Proof Suppose Q is homogeneous and has minimal degree with respect to ele­
ments satisfying the condition tp . x = E(tp)X for all tp E G. Given 0: E R~, then 
the minimal degree condition forces DoJQ) = O. So Q E Hand 

Q = Dd(P) for some (3 E 5*. 

Fixing (3, we can then extend this identity to 

For 

Q = D'P.3(P) for each tp E G. 

D.p.S(P) = tp. Di3(tp-l. P) = tp. [c(tp)-lD;'1(P)] 

= E(tp)-ltp. Q = E(tp)-lE(tp)Q = Q. 

By averaging the above equation, we obtain 

1 1 
Q = fGT L D",.:j(P) = D1 (P) where'Y = fGT L tp . ;3 = Av((3) . 

.pEG 'PEG 
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However, l' = Av«(3) E R*. So P E H forces D"y(P) = 1'(O)P. Hence, Q = 1'(O)P . 

• 
(b) The Element Px Next, let E: G ---t f* be the group homomorphism deter­
mined above. We can define a canonical element Px E Hx associated with f. First 
of all, let 

p(x) = a homogenous element from S of minimal degree 
satisfying cp . y = f( cp) y for all cp E Gx • 

Lemma D p(x) E H(x). 

Proof Given Q; E (S*)Gx and cp E Gx, we have 

By our choice of p(x) as being a homogeneous element of minimal degree, which 
is an f invariant with respect to Gx, we have Do (p(x») = o. • 

Now form the element 

Px = I~I ~ f(cp)-lcp. (cp(x»). 
<pEG 

Since Hx is invariant under G, it follows from Lemma 26-3A that: 

Lemma E Px E Hx. 

Moreover, Px is an f invariant, i.e.: 

Lemma F cp. Px = f( cp )Px for all cp E G. 

The argument for this property is analogous to that given at the end of §2S-1 
demonstrating that cp . Sk(x) = (det cp)-l Sk(x) for all cp E G. 

Lemma G Px = cP+ higher terms, where c '" o. 

Proof Since cp . Px = f(cp)Px for all cp E G, it follows from Lemma C and 
Lemma F that Px = cP+ higher terms. We are left with proving that c '" o. 

We first prove two facts about homogeneous decompositions of elements of hx• 

Consider h E Hx and decompose h into homogeneous pieces 

h = hr + hr+l + . . . (hr =I- 0), 

where hi E Si. First of all, we have 

hr EH. 
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For, given 0: E R*, then DO;(h) = o:(x)h. We can decompose this equation into 
equations between corresponding homogeneous terms. In particular, DO;(hr) = o. 
Secondly, we have 

r> degP implies h = o. 

For hr E H implies hr = Do; (P) for some 0: C 5*. In particular deg hr ~ deg P. 
If we apply (**) to the case h = Px = cP+ higher terms, then it follows that 

c ¥- o. • 

Proof of Proposition A Given h E Hx, it has a decomposition into homoge­
neous pieces 

h = hr + hr+ 1 + . . . (hr ¥- 0), 

where hi E Si. We shall prove by downward induction on r that h belongs to the 
cyclic 5* module generated by Px • For r > degP, we can use (**). Next, consider 
general r. Since hr = DO;(P) for some 0: E 5*, it follows that h - c- I Do; (Px ) has a 
decomposition 

h - c- I Do; (Px ) = 11r+1 + 11r+2 + .... 

By induction, h - c- I Do; (Px ) belongs to the cyclic 5 module generated by Px . 

Consequently, h does as well. • 

Proof of Proposition B We shall consider the action of 5* on the element Px E 

Hx. We know that Do; (PJ E Hx for all 0: E 5*. The proof of the proposition 
will consist of showing that, if 0: ¥- 0 in 5* II, then DO;(Px ) ¥- O. Let (3 be the 
homogeneous part of 0: of highest degree. In particular, (3 ¥- 0 in 5* I I*. Sup­
pose D(3(Px ) = O. We shall show that this assumption forces (3 = 0 in 5* II*, a 
contradiction. 

First of all, the assumption forces 

D(3(P) = o. 

For P is homogeneous and, as already shown in the proof of Proposition A, 

Px = cP + higher terms where c ¥- o. 

Ifwe let 
e = degP and m = deg(3, 

then the homogeneous part of Do; (Px ) of degree e - m is D(3(P). So Do; (Px ) = 0 
forces D(3(P) = o. 

Secondly, we can use (*) to force 

Di3(h) = 0 for all h E H. 

For, by assumption, H is a cyclic 5* module generated by P. 
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Finally, (**) forces 

({3, h) = 0 for all h E H. 

Assume that h is homogeneous. If degree {3 i= degree h, there is nothing to prove. 
Ifdeg{3 = degh, then, by property (E-4) of§25-2, we have ({3, h) = D{3(h). 

By Lemma 25-4B, the submodule He S and the quotient S* /I* are dual un­
der the nonsingular pairing (_, _). So (* * *) forces (3 = 0 in S* / I*, the desired 
contradiction. • 

26-5 Pseudo-reflection groups are characterized via harmonics 

In this section, we prove the other implication of Theorem 26-1: 

Proposition IfH is a cyclic S module, then G is a pseudo-reflection group. 

It follows from Theorem 22-5, with Theorem 23-1, that 

dimF S* /I* ~ IGI 
dimf S* / I* = I GI if and only if G c GL(V*) is a pseudo-reflection group. 

So to prove the proposition, it suffices to prove that H being a cyclic S* module 
forces dimf S* / I* = I GI. Let 

Proposition 26-4B demonstrated that dx ~ dimf S* / I* for all x E V, provided H 
is cyclic. We can also prove 

(*) If the isotropy group Gx for x E V is trivial, then dx ~ I GI. 

Putting together these facts we have, for the appropriate x, 

Thus dimf S* /I* = IGI as desired. 
The rest of this section will be devoted to proving (*). We begin by verifying 

that there actually exist x E V for which the isotropy group Gx is trivial. For 
each 'P E G, the subspace VI" of fixed points is a proper subspace. It follows from 
Lemma 3-3A that UrpEG VI" i= V. 

Assume that Gx = {I}. We shall show that Hx has an IF basis indexed by 
elements of G. This will imply that dx ~ IGI. Now, Sis spanned by elements of 
the form {~P}, where x E V and PES. So we can expand any h E Hx as a finite 
sum 

We shall show that, for each i, 
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(a) i"Pi E Hx; 
(b) Pi is a constant and Xi = 'P ' X for some 'P E G. 

This will complete the proof that dx :::; IGI, since we shall have demonstrated that 
{e'P'X} 'PEG spans Hx. 

Fact (a) is fairly easy to establish. Pick a E R*. By identity (G-2) of §26-3, we 
have 

Da(i'iPi) = i'iDq,x(a) (Pi). 

The elements {i'i} are linearly independent over S. Consequently, the identity 
Da(h) = a(x)h, with the above identity, forces 

So i'i Pi belongs to Hx. 
The proof of fact (b) is longer and needs to be broken down into a number of 

steps. 

LemmaA Ifh E Hx , thenD3(h) = Oforeachf3 = TI'PEda - ('P' a,x)l where 
a E V*, 

Proof We have 

0= II (a - 'P' a) = a k + Ek_l ak- l +,., + Ela + EO, 

'PEG 

where each Ei is a symmetric polynomial in {'P . a}. In particular, Ei E R*. Ob­
serve, also, that 

Consequently, we have 

0= Do(h) = [D~ + DEk_JD~-1 + ... + DEJDa + DEo](h) 

= [D~ + Ek-l (X)D~-l + ... + El (x)Da + EO(X) ] (h) 

= Ds(h). 

We can use Lemma A to deduce 

Lemma B D~ (Pi) = 0 for all a E V*, where r = the number of'P E G where 
'P' X = Xi, 

Proof We can apply Lemma A to the element h 
identity (G-2) of§26-3, we obtain 

i" Pi E Hx. Using the 
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where 

(3 = lI[a - (cp. a, ·x)] 
<pEG 

¢Xj((3) = lI[a - (cp. a,x) + (a,Xi)]. 
<pEG 

Equation (*) can clearly be simplified to 

Regard ¢Xj ((3) as a polynomial f(a) in a. Then D</>x((n is the polynomial f(Da) in 
Da. Suppose that we can factor ' 

f(a) = g(a)ak, whereg(O) i= O. 

Then (**) can be rewritteng(Da)D~(Pi) = O. Andg(O) i= 0 forces 

We want to choose k such that a k appears as a factor in the above decomposition 
of ¢Xi ((3) for every choice of a. Since ¢Xi ((3) = TI'PEG [a - (cp . a, x) + (a, Xi) ], we 
want to know how many times 

-(cp. a,x) + (a,Xi) = 0 

for every choice of a. This amounts to determining how many cp E G satisfy 
Xi = cp-l . x. For we have 

-(cp. a, x) + (a, Xi) = -(a, cp-l . X) + (a, Xi) 

= (a,xi - cp-l . X). 

If cp-l . X i= Xi, then we can find a E V* such that (a, Xi - cp-l . X) i= O. • 

Since Gx = {I}, the only possibilities for r in Lemma Bare r = 0 or r = 1. 

Case r = 0 This is the case Pi = 0, so it can be ignored. 

Case r = 1 Here Xi = cp . X for a unique cp E G. Also, the equation D~(Pi) = 0 
becomes 

Da(Pi) = 0 for all a E V*. 

Since this equation is satisfied for all a E V*, it follows that Pi is a constant. 
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26-6 Isotropy subgroups 

In this section, we prove Corollary 26-1. First of all, it suffices to prove the corol­
lary for a set consisting of a single element. We can reduce to the case of r being 
finite by using linearity. The reduction to r being a single point follows by an 
inductive argument on If I. We decompose r = r' u {x} and use the relation 
Gr = (Gr' )x. So the rest of this section will be devoted to proving: 

Proposition Let V be a finite dimensional vector space over a field IF of characteristic 
zero, and let G C GL(V) be a finite pseudo-reflection group. Then, for any x E V, 
Gx is a pseudo-reflection group. 

We shall prove the proposition via our characterization of pseudo-reflection 
groups in terms of harmonic elements. Because of our hypothesis on G, we know 
from Theorem 26-1 that the harmonics are a cyclic 5* module. By the arguments 
of §26-4, we can choose a homogeneous cyclic generator P that transforms ac­
cording to the rule 

cp' P = f(cp)P 

for some group homomorphism E: G ---+ IF. Alternatively, we could also take 
advantage of Proposition 26-2 and simply choose P = nand f = det -I. However, 
since we shall want to appeal to the arguments of §26-4, we shall work with P and 
f, rather than nand det -I. As in §26-4, let 

H(x) = {y E 5 1 D",(y) = o for all a E (S*)Gx } 

be the harmonic elements with respect to Gx and let 

p(x) = a homogenous element from 5 of minimal degree satisfying 

cp·y=dcp)y forallcpEGx . 

We know from §26-4 that p(x) E H(x). We shall show that H(x) is a cyclic 5* module 
with p(x) as generator. Theorem 26-1 then implies that Gx is a pseudo-reflection 
group. In order to show that p(x) generates H(x) as an 5* module, we first pass to 

Hx C S. Consider the element 

Px = _1 L dcp)-Icp. (?p(x)). 
IGI 'PEGx 

We showed in §26-4 that Px E Hx and Hx is a cyclic 5* module generated by PX ' 

We now use this fact to prove: 

Lemma H(x) is a cyclic 5* module generated by p(x). 

Proof Pick h E H(x). Then, by Lemma 26-3A,?h E Hx. So?h = D",(Px) for 
some a E 5*. Now, 

?h = D",(Px) = L f(cp)-ID",(e'P· xcp . p(x)) 
'PEGx 

= L f(cp)-le'P,xDrp,;x("')(CP' p(x)). 
'PEGx 
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The last equality is based on identity (G-3) of§26-2. For any finite set {Xl, ... ,xd, 
the elements {ifl, ... , ifk} are linearly independent. Consequently, in the above, 
we can reduce the last summand to terms involving if. In other words, we only 
consider r.p E Gx and obtain 

ifh = L f(r.p)-Ie"D<I>'(o:)(r.p' p(x)). 
<pEG. 

Since r.p . p(x) = f( r.p )p(x) for all r.p E Gx, we have 

ifh = I GxlifD<I>'(o:)(p(x)). 

Consequently, h = IGxID<I>'(o:)(P(x)). • 
26-7 Poincare duality 

Another important property often possessed by the ring of covariants of pseudo­
reflection groups is Poincare duality. As will be explained, this property is equiva­
lent to properties previously studied in this chapter. 

Definition: A finite dimensional graded f algebra A is said to satisfy Poincare 
duality if there exists a positive integer N such that 

(i) AN = f while Ai = 0 for i > N; 
(ii) the multiplicative pairing Ai ® AN- i -+ AN = f given by X ® Y 1---+ xy is 

nonsingular for each 0 ~ i ~ N. 

The fact that the module of harmonics, H C S, is a cyclic S* module can be 
reformulated in terms of Poincare duality. Namely, if we use the previous notation 
of this chapter, then we have: 

Proposition H is a cyclic S* module if and only if S* /1* is a Poincare duality alge­
bra. 

The action S* ® H -+ H induces an action S* /1* ® H -+ H. This action is dual 
to the product map 

S* /1* ® S* /1* -+ S* /1*. 
For, by Lemma 25-2B, along with the duality established between S* /1* and H in 
Lemma 25-4B, we have the identity 

(a(3, x) = (a, D/1(x)) for any a, (3 E S* /1* ,X E H. 

This identity, along with the duality between Hand S* /1*, enables us to relate the 
two conditions appearing above in the statement of the lemma. 

First of all, it is easy to see that the Poincare duality property for S* /1* can be 
reformulated to assert that there exists n E H such that, for each a E S* /1*, there 
exists (3 E S* /I* such that (a(3, n) =1= o. 

Secondly, asserting that H is cyclic with generator n is equivalent to asserting 
that, for every a E S* /1*, we can find (3 E S* /1* such that (a, D /1 (n)) =1= o. • 
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In the next four chapters, we return to the earlier topic of Euclidean reflection 
groups and focus on the conjugacy classes of elements and subgroups in these 
groups. As in the earlier study of Euclidean reflection groups in Chapters 1 to 8, a 
theme will be the intimate relation between the algebra of a reflection group and 
its geometry. The structural theorems obtained will demonstrate significant rela­
tions between the conjugacy classes and the underlying root system of a Euclidean 
reflection group. We might contrast this approach with a second approach to con­
jugacy classes that uses invariant theory and focuses on the study of eigenvalues 
and eigenspaces. This other approach is developed in Chapters 31 through 34. 

In Chapter 5, we dealt with parabolic subgroups. That chapter can be regarded 
as a preliminary section for the following four chapters. Parabolic subgroups will 
play an important role in the study of conjugacy classes. 

There is no general, uniform description of the conjugacy classes of elements 
in a finite Euclidean reflection group. Our discussion will concentrate on two 
particular classes of elements for which detailed descriptions have been obtained, 
namely Coxeter elements and involutions. The theoretical classification of involu­
tions carried out by Deodhar, Richardson and Springer is described in Chapter 27. 
In Chapter 28, we introduce elementary equivalences and demonstrate their use­
fulness in determining the conjugacy classes of parabolic subgroups and of involu­
tions. Coxeter elements are studied in Chapter 29. The main result of Chapter 29 
is to relate the order of a Coxeter element to the underlying root system. Aside 
from reflections, Coxeter elements are probably the most studied elements of Eu­
clidean reflection groups. They will be studied again in Chapters 32 and 34 in the 
more general context of regular elements. In Chapter 30, we describe Carter's re­
sults concerning decompositions of elements of a reflection group into products 
of reflections. 
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27 Involutions 
The purpose of this chapter is to present a uniform description of the conjugacy 
classes of involutions in finite reflection groups. As we shall see, involutions are 
closely related to parabolic subgroups, and the classification of involutions is, in 
essence, a statement of that relation. The results of this chapter, and of the next, 
are based on the work of Deodhar [1], Richardson [1] and Springer [4]. 

Involutions playa key role in reflection groups. For example, it follows from 
the work of Carter [2] and Springer [2) that every element in a finite reflection 
group can be written as a product of two involutions. This fact was used by Carter 
to study arbitrary conjugacy classes in such groups. See Chapter 30 for details. 

27 -1 Elements of greatest length 

Let W C D(lE) be a reflection group with root system ~ C lEo In this section, 
we use the action of W on ~ to select an important conjugacy class of involu­
tions in W. These involutions, in turn, will be the key to understanding arbitrary 
involutions. 

The W action on ~ enables us to associate a canonical involution w~ E W to 
each fundamental system ~ of ~. Pick a fundamental system ~ = {o:" ... , o:t}. 
Then -~ = {-o:" ... , -o:t} is also a fundamental system. The positive roots 
with respect to ~ are the negative roots with respect to -~, and vice versa. We 
know from §4-6 that W acts transitively and freely on fundamental systems. So 
there exists a unique w~ E W such that 

w~ .:E = -:E. 

The element w~ is an involution. For, by linearity, (w~)2 . ~ = ~. The fact that W 
acts freely on the fundamental systems then forces (w~)2 = l. 

The element w~ depends on the choice of the fundamental system~. However, 
as the next proposition shows, different choices give rise to conjugate elements. 

Proposition The involutions {wE} associated to the various fundamental systems 
{~} of ~ form a single conjugacy class in W. 

Proof Pick fundamental systems ~ and ~' of~. Let w~ and wf be the elements 
associated with ~ and ~ '. Since W acts transitively on fundamental systems, there 
exists ip E W such that ip . ~ = ~ I. Then 

Since the property wf . ~' = _~' defines wf, we must have ipW~ip-' = wf. • 
The property w~ . ~ = - E implies that we can write 

where Tr; is a map permuting the set~. Since w~ is an involution, T~ must also 
be an involution. The involution T~ is most easily understood as a symmetry of 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001



27. Involutions 281 

the Coxeter graph of W. To identify TE with such a symmetry, we regard ~ as the 
vertices of the Coxeter graph. Below, we look at the cases of the root systems Ae, 
Bi andDi. 

Examples: In the following, we shall be using the notation of §2-4 and §3-2. 

(a) Root System Ll = Ai In this case, Ll c ai+1 is the root system given by 

Ll = {Ej - E j I i # j}, 

where { E I, ... , Ei+ I} is an orthonormal basis of ai+ I. The fundamental roots are 

~ = {O::j = Ej - Ej+ 1 I 1 ::; i ::; €}. 

The action of W(Ll) = ~i+1 on Ll is determined by its action on {Ej} as permu­
tations. The involution WE is the permutation 

WE· Ej = Ei-j. 

So it acts on the fundamental roots ~ by the rule 

WE • O::j = -O::l-j. 

Thus WE is the composite of c = -1, with the involution Tt being given by TE • 

O::j = O::£_j, i.e., Tt is the nontrivial involution of the graph 

0--0- - - . -v---o 
O::i-I O::l 

(b) Root System D. = Be In this case, D. c al is the root system given by 

Ll = {±Ej} II {±Ei ± Ej I i # j}, 

where {EJ, ... ,El} is an orthonormal basis ofRl. The action ofW(Ll) 
(Zj2?..)f ~ ~l on Ll is determined by the fact that ~£ acts on {Ej} as permuta­
tions, while (Zj2Z)l acts on {±Ej} as sign changes. In particular, the reflections 
{Sfj} are the sign changes on the various factors. Additionally, 

(e) Root System Ll = Dl The root system Ll c al is given by 

Ll = {±Ej ± Ej Ii # j}, 

where { E I, ... , El} is an orthonormal basis of al • The fundamental roots are 
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The action of W(~) = (l/2l)f-l ~ L;f on ~ is determined by the fact that L;f 
acts on {Ei} as permutations, while (l/2l)f-l acts on {±Ei} as sign changes on 
an even number of terms. Write C = 2k or C = 2k + 1. Then WE is the map 

WE . Ei = -Ei for 1 ::; i ::; 2k. 

So if C = 2k, then WE = -1 while, if C = 2k + 1, then WE is the composite of -1 
with the involution TE that interchanges af-I and af, i.e., 

W • ai = -ai for 1 ::; i ::; C - 2 

W· af = -af-I' 

In the latter case, WE differs from c = -1 by the nontrivial involution of the graph 

This type of analysis can be applied to any reflection group. If we examine the 
irreducible Coxeter graphs appearing in the classification theorem of §8-1, then, 
except for D4, there is only one possible involution of each graph. When TE is 
nontrivial, it must be this involution. We can show that the nontrivial cases of TE 

(for ~ irreducible) occur when ~ = Ak (k ;::: 2), D2k+1> E6 and G2(2k + O. In 
particular, the cases Ak and D2k+ I were demonstrated above. 

Additional Properties of WE We close the section with a few more properties of 
the elements WE. The involution WE satisfies the (equivalent) properties of con­
verting every positive root into a negative root, and of being of maximal length 
among the elements of W. More exactly, let ~ = ~ + I1 ~ - be the decomposi­
tion of ~ into positive and negative roots with respect to L;, and let C( 'P) denote 
the length of elements in W with respect to L; as defined in §4-4. Then the associ­
ated involution WE satisfies 

(H-l) WE' ~+ = ~-; 
(H-2) C(WE) = NwhereN = I~+I. 

It follows from the characterization of length in §4-4 that the two properties are 
equivalent, and that the second can be rephrased as asserting that WE has maximal 
length (with respect to L;) among the elements ofW. 

We can also show that 

(H-3) WE is the unique element in W of maximal length N (with respect to L;). 

For, if wf is also of length N, then wf . ~ + = ~ -. Hence, (wEwf -I) . ~ + = ~ +. 
Thus C(wEwf -1) = 0 and wEwf -I = 1. 
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27 -2 The involution c = -1 

Let W C O(lE) be a Euclidean reflection group with root system A C lE, i.e., 
W = W (A). The close relation between the linear map c = -1 and the ele­
ments {wd was discussed in §27-1. In particular, if -1 belongs to W(A), then 
it satisfies property (H-l) of §27-1 and, so, must be identical to the involution w~ 
for any fundamental system I: of A. Analyzing w~ on a case-by-case basis, and 
determining when w~ = -I, we can verify that: 

Lemma For an irreducible reflection group W (A) C O(lE), we have 

(iJ -1 E W(A) if and only if A = AI, Bb D2b E7, E8, h G2(2k), H3, H4; 

(iiJ -1 ~ W(A) if and only if A = Ak (k 2: 2), D2k+1> E6, G2(2k + 1). 

More generally, -1 E W(A) if and only if A is a disjoint union (repetitions 
allowed) of the root systems appearing in part (i) of the lemma. As mentioned 
before, the cases where -1 ~ W(A) are the cases that w~ = -T~, where T~ 
permutes the elements of I: in a nontrivial fashion. The above division of the irre­
ducible root systems will reappear throughout Chapters 27 and 28. In particular, 
it plays an integral part in the algorithm to be developed for classifying conjugacy 
classes of involutions. See §28-S for a discussion of this relation. 

It is probably helpful to point out that there is a different approach to this 
result. The degrees {d I, ... , de} of a reflection group were introduced in § 18-1. It 
will be demonstrated in §31-1 (see Corollary 31-1B) that 

-1 E W if and only if all the degrees of Ware even. 

So the above lemma reduces to knowing the degrees of each finite reflection group. 
Many techniques for determining these degrees will be established in subsequent 
discussions. This is still a proof by calculation, but perhaps more informed than 
that involving w~. 

Additional Properties Here are some final comments concerning the element 
c = -1 in the irreducible case. 

(i) -1 generates the center ofW. In other words, the center ofW is either trivial 
or 1/21 and the 1/21 case occurs precisely when -1 E W; 

(ii) If W is essential, then -1 E W if and only if the root system A contains an 
orthogonal basis oflE. 

This last fact will be a consequence of Theorem 30-1B. 

27 -3 The involutions c[ 

Let W C O(lE) be a reflection group with root system A C lE. Choose a funda­
mental system I: = {a I, ... , ae} of A. The element c = -1 from §2 7 -2 can be 
generalized to a family of involutions {c[} indexed by I C {I, ... , C}. Moreover, 
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these involutions will turn out to be the key to classifying arbitrary involutions in 
a reflection group. For each subset I C {I, ... , .e}, let 

lEI = nHaj = {x E IE I (Q;j,x) = Ofori E I} 
jEI 

lEI = the subspace of IE generated by {Q;j liE I}. 

Clearly, we have an orthogonal decomposition IE = lEI EB II. Let 

CI: IE -+ I 

denote the involution defined by 

CI = {
Ion lEI 

-Ion lEI. 

In §27-4, we shall demonstrate that every involution in a reflection group is con­
jugate to one of the involutions CI. Consequently, the classification of conjugacy 
classes of involutions reduces to two questions concerning the involutions { CI }. 

(Q-I) For which I does CI: IE -+ IE actually belong to We O(IE}? 
(Q-2) Given CI E Wand CJ E W, when are they conjugate in W? 

In the rest of this section, we explain how these questions can be reduced to facts 
about the root system~. Parabolic subgroups and parabolic subroot systems were 
discussed in Chapter 5. Let 

~I = {Q;j liE I} 

~I = the parabolic subroot system generated by ~I 

WI = the parabolic subgroup generated by {sa I Q; E ~I}. 

The concept ofW equivalence was also introduced in §5-2. The rest of this section 
will be devoted to proving the following two propositions. 

Proposition A CI E W if and only if ~I is a disjoint union (repetitions allowed) of 
AI> Bk> D2k> E7, Es, F4, G2(2k}, H3, H4• 

Proposition B Given I, J C {I, ... ,.e} then the following are equivalent: 

(i) CI and CJ are conjugate in W; 
(ii) WI and W J are conjugate in W; 
(iii) ~I and ~ J are W -equivalent; 
(iv) ~I and ~ J are W -equivalent. 
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Observe that Proposition B is an extension of Proposition 5-3. We have added 
condition (i) to the previous set of equivalences. Observe also that the list of root 
systems appearing in Proposition A is one of the lists appearing in Lemma 27-2. 
Chapter 28 will be devoted to further analysis of questions (Q-l) and (Q-2). In 
particular, we shall demonstrate that both questions are most effectively studied 
by using Coxeter graphs. Propositions A and B play an important role in these 
arguments. They should be viewed as the first stage of this program. 

Proof of Proposition A The proof of Proposition A is obtained by combining 
the next two lemmas. First of all, WI is the isotopy subgroup of JEl, since WI 
clearly fixes JEf. Also, by definition, lEI contains the set 

e = {t E lE I (t,O:i) = Ofori E I} 
I (t,O:i»Ofori~I 

whose isotropy group was shown in §5-2 to be WI. It follows from this character­
ization of WI as the isotropy subgroup for JEl that: 

Lemma A CI E W if and only if CI E WI. 

Because CI fixes JEl, it is equivalent to assert that CI belongs to W, and that CI 
belongs to the isotropy subgroup (in W) of lEI. 

Secondly, we can show that the criterion for CI to belong to WI is the same 
as that given in Lemma 27-2, namely, letting ill be the parabolic subroot system 
defined as above, then: 

Lemma B CI E WI if and only if ill is a disjoint union (repetitions allowed) of AI> 
Bk> D2k> E7, E8, h G2(2k), H3, H4• 

To see why this equivalence holds, observe that, since the action of WI on lE 
respects the decomposition lE = lEi EB lEI> and since WI fixes lEI pointwise, we have 
an inclusion 

We can also write 
LlI = il n lEI. 

Then ill C lEI is a root system for WI C D(lEI ), i.e., WI = W(ilI ). And when we 
consider the action of CIon lEI> we have CI = -1. So the question of when CI E WI 
is answered by the criterion given in Lemma 27-2. 

Proof of Proposition B First of all, since lEI and le are orthogonal, they deter­
mine each other. Also, lEI and lEI clearly determine CI, and vice versa. By slightly 
extending these assertions we have 

Lemma C Given <p E Wand I, J c {I, ... ,£}, then the following are equivalent: 

(i) <pCI<p-l = CJ; 
(ii) <p. lEI = lE f ; 

(iii) <p. lEI = lEf. 
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We now turn to the proof of Proposition B. By Proposition 5-3, we know that 
(ii), (iii) and (iv) of Proposition B are equivalent. So we only have to show (i) of 
Proposition B is equivalent to any of these. We shall prove the equivalence of (i) 
and (iii) by using Lemma C. 

First of all, assume that CI and CJ are conjugate. If <{)CIc.p-l = CJ, then, by 
Lemma C, c.p • lEI = lE,. The identities ~I = ~ n lEI and ~, = ~ n lE, then force 
c.p. ~I = ~/. 

Conversely, assume that c.p. ~I = ~/. Since ~I and ~, span lEI and lE" respec­
tively, it follows that c.p . lEI = lE,. By Lemma C, c.pCIc.p-l = c,. 

27 -4 Conjugacy classes of involutions 

In this section, we show that every involution in a reflection group is always con­
jugate to an involution of the type CI defined in §27-3. So we can understand 
arbitrary involutions via the involutions {CI}. In Chapter 28, we shall use this 
approach to produce an effective algorithm for classifying conjugacy classes of in­
volutions. This agenda will be explained in more detail in §27-5. 

Given an involution 7: lE - lE where (7 . X, 7 . y) = (x, y) for all x, y E lE, we 
have an orthogonal decomposition lE = JET EB lEr of eigenspaces, where 

Examples: 

lEr = {x E lE I 7· X = x} 

lEr = {x E lE I 7· X = -x}. 

(a) Given a reflection 7 = s"" then lEr = Ra and JET = Ho3 
(b) Given the involution 7 = CI defined in §27-3, then lEr = lEI and JET = lEI. 

The subspaces JET and lEr are always orthogonal. Suppose that 7 . x = x and 
7· Y = -yo Then (x, y) = (7· x, 7· y) = (x, -y) = -(x, y). Thus (x, y) = o. So 
the involution is completely determined by specifying the subspace lEr C lE or the 
subspace JET c lEo The following lemma (which is analogous to Lemma 27-3C) 
summarizes the above discussion. 

Lemma A Given involutions 7, 7' E W, then, for any c.p E W, the following are 
equivalent: 

(i) c.p7c.p-l = 7'; 

(ii) c.p. lEr = lEr'; 
(iii) c.p. p = P'. 

We now show that, if we work up to conjugacy, then the choice of P (and 
hence of 7) can be reduced to canonical choices. Furthermore, as we shall see, 
restricting to these canonical choices is the key to classifying involutions. Choose 
a reflection group W C D(lE) with root system ~ c lE. Choose a fundamental 
system E = {a" ... ,al} of~. For each subset I C {I, ... ,f}, let 

lE = lEI EB lEI 
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be the orthogonal decomposition defined in §27 -3 and let CI: lE -+ lE denote the 
involution defined by 

CI = {
Ion Ie 
-Ion lEI. 

The next proposition tells us that, up to conjugacy, every involution can be iden­
tified with CI for some I. 

Proposition Given an involution 7" E W, there exists 'P E Wand I C {I, ... , f} 
such that 'P7"'P- 1 = CI. 

Proof In order to prove the proposition it suffices, by the above lemma, to show 
that there exists 'P E Wand I C {I, ... , f}, where 

'P . lET = lEI. 

As in §5-2, we consider the decomposition oflE into cells, and the action ofW on 
that decomposition. As explained in §S-2, a cell in IE is determined by introducing, 
for each a E ~, one of the three constraints: 

(a,x)=O or (a,x»O or (a,x) <0. 

The nontrivial sets obtained by such constraints provide a decomposition of lE 
into disjoint cells. 

It is also true that F is a union of cells. It will be shown in §30-2 that there are 
roots {aI, ... , ak} such that 

k 

JET = n Hai = {x E lE I (a;, x) = 0 for i = 1, ... , k}. 
;=1 

Consequently, JET is the union of the cells whose constraints include 

(a;,x)=O fori=I, ... ,k. 

In particular, JET must contain a cell S containing a basis of F. Otherwise, every 
cell in F must be contained in a hyperplane ofF. But since F is covered by cells, 
this would mean that F would be the union of a finite number of hyperplanes, 
impossible by Lemma 3-3A. 

For each I C {I, ... , f}, we have the cell 

C = { lE I (t, a;) = 0 for i E I} 
I ,tE (t,a;»Ofori~I.· 

Every cell in lE is of the form 'P . CI for a unique choice of'P E Wand CI. So we 
can pick 'P E W such that 

'P' S = CI 

for some I C {I, ... ,fl. Observe that we have the inclusion CI C lEI, and CI 
spans lEI. So we must have 'P . JET = e. • 
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27-5 Conjugacy classes and Coxeter graphs 

Let W C OOE) be a reflection group with root system ~ c lE. Let ~ = 
{ Ql, ... , Qe} be a fundamental system of~. We have now reduced an arbitrary 
involution to the case of an involution of type c[. The rest of this chapter, as well 
as all of Chapter 28, will be devoted to the study of the conjugacy classes of such 
elements. It was explained in §27-3 how there are two questions to consider for 
such a classification: 

(Q-l) When doesc[ E W? 
(Q-2) Given c[, cJ E W, when are they conjugate in W? 

In this section, and in Chapter 28, we explain how both questions can be re­
duced to facts about the Coxeter graph of~. In §27-3, it was explained how 
questions (Q-l) and (Q-2) can be answered by determining the W -equivalence 
classes of subsets of~. In Chapter 28, we do two more things: 

(i) An effective algorithm will be developed for classifying W -equivalence classes. 
(ii) It will be shown how the Coxeter graph can be used as a very effective visual 

aid in implementing this algorithm. 

The point of using Coxeter graphs is that the elements of ~ can be identified 
with the vertices of the Coxeter graph. Thus the Coxeter graph provides a visual 
display of ~ and its subsets. This will make it easy both to pick out the subsets 
of ~ satisfying certain properties, and to determine when two of these subsets 
are equivalent. So the Coxeter graph is a heuristic device for carrying out certain 
arguments. The main content of the rest of this section illustrates how Coxeter 
graphs can be used to answer (Q-l) and (Q-2). 

Question (Q-1) Given I C {I, ... , f}, we have the parabolic root system ~[ C ~ 

with fundamental system ~ [ = {Qj liE I}. Proposition 27-3A indicates the type 
of restrictions that have to be imposed on ~[ and 6.[ in order to have C[ E W. If 
~[ is irreducible, then we must have 

So, given ~ C ~, we want the subsets 1:[ C 1:, where ~[ is a disjoint union of 
these root systems. This is easily determined by looking at the Coxeter graph of 
~. If we identify ~ with the vertices of the graph, then the Coxeter graph of any 
~[ is the subgraph with the set 1:[ as vertices. We proceed by deleting nodes and 
determining which deletions give rise to (a union of) graphs from the above list. 

Example 1: Consider the reflection group W(Ds). Its Coxeter graph is 
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The following subgraphs of Ds are the ones whose type appear in (*) above. 

Al = {al}' {a2}, {a3}, {a4}, {as} 

Al II Al = {ai, a3}, {at, a4}, {at, as}, {a2' a4}, {a2' as}, {a4' as} 

Al IIAIIIAI = {al,a4,aS},{a2,a4,aS} 
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Thus each involution in W(Ds) is represented by the involution CI, where I is the 
indexing set for one of the above subsets ofE = {at, a2, a3, a4, as}. We are still 
left with the problem of determining when two of the above subsets determine CI 

which are conjugate. That is the question posed by (Q-2). 

Question (Q-2) This second question can also be reduced to manipulations in­
volving Coxeter graphs, but it will take all of Chapter 28 to justify that fact. It was 
shown in Proposition 27-3B that the conjugacy of CI and c/ in W is equivalent to 
the W -equivalence of E] and E /. In Chapter 28, we explain how the property of 
EI and E / being W -equivalent can be converted into the more explicit (although 
technical) property of their being related by a series of "elementary equivalences". 
This technical condition is easier to employ for explicit calculations. Notably, el­
ementary equivalences can be analyzed by using Coxeter graphs. Thus by the end 
of Chapter 28 (Q-2) will be reduced to manipulations involving Coxeter graphs. 

Example 2: If we again consider the reflection group W(Ds), then, once we have 
established our machinery of elementary equivalences, we shall be able to easily 
show that many of the subsets EI C E described above determine conjugate CI. 

Once we eliminate such redundancies, we are left with the following list: 

Al = {ad 

Al II Al = {at, a3}, {a4' as} 

Al II Al IIAI = {al,a4,aS} 

So there are five conjugacy classes of involutions in W(Ds) = (l/2l)4 ><I Es. Of 
course, we still have to justify the above remarks. We shall return to this example 
in §28-S. 
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28 Elementary equivalences 
Let W be a reflection group. The concept of W equivalences was introduced in 
§5-3. It was then shown in §27-4 that determining the conjugacy classes of invo­
lutions in W reduces to determining the W -equivalence classes of the subsets of 
any fundamental system of the root system of W. This chapter is devoted to the 
study of such equivalence classes. The results are based on the work of Deodhar 
[1], Richardson [1] and Springer [4]. We shall introduce the concept of elemen­
tary equivalences and show that every W equivalence can be decomposed as a 
series of elementary equivalences. Elementary equivalences have the advantage 
of being easily visualized. They can be described through symmetries of certain 
Coxeter graphs. As a consequence, W equivalences become easier to understand. 

28-1 Summary 

Let W C O(lE) be a Euclidean reflection group with root system a c I. Let 
E = {al,' .. , at} be a fundamental system of a. The concept of W equivalence 
was introduced in §5-3. In this chapter, we study W equivalences between subsets 
of E. We shall reduce such equivalences to a condition that is more technical, but 
easier to employ for explicit calculations. 

Our motivation for this study comes from the discussion in Chapter 27. For 
each set I C {I, ... , t'}, we have the involution 

CI: lE ~ lE, 

as well as the parabolic subgroup WI = W(aI ) with root system a I and funda­
mental system EI • We showed in §27-4 that every involution in W is conjugate 
(in W) to some CI. SO classifying conjugacy classes of involutions in W amounts 
to classifying the conjugacy classes of the CI belonging to W. It was also explained 
how the question of CI and CJ being conjugate in W reduces to the question ofEI 

and E J being W -equivalent. We shall apply our study of W equivalences to this 
question. 

The goal is to understand W equivalences in terms of symmetries of Coxeter 
graphs. If we want to visualize W equivalences in some elementary way, then 
looking at symmetries of Coxeter graphs is an obvious strategy. The attraction of 
such symmetries is that they are easy to understand and easy to determine. For 
example, the symmetries of the graph D4 

clearly form the symmetric group E3• 

We begin by observing that symmetries of the Coxeter graph of E can be used 
to define equivalences between subsets of E. If we identify E with the vertices 
of the Coxeter graph, then the subsets EI and E J of E can be regarded as being 
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equivalent whenever there exists a symmetry a of the graph such that a ·l:r = l: J. 

Because it is easy to determine Coxeter graph symmetries, it is also easy to decide 
what subsets of l: are equivalent in this fashion. 

We shall use such equivalences to understand W equivalences. Actually, we 
must deal with a modification, or extension, of the above type of equivalence if 
we want to obtain W equivalences. Specifically, we must consider equivalences 
in l: induced by symmetries of subgraphs of the Coxeter graph. In other words, 
we shall deal with "local" equivalences, rather than with the "global" equivalences 
described above. The point is that we are forced to consider such symmetries if 
we want to obtain W equivalences because an equivalence induced by a symmetry 
of the entire Coxeter graph of l: could never be a W equivalence. A nontrivial 
permutation of l: is never realized by an element of W. (If cp E W maps l: to 
itself, then, by Theorem A of §4-3, e( cp) = 0 and, so, cp = 1.) On the other hand, 
"local" symmetries, i.e., of sub graphs, can in some cases be realized by elements 
ofW. 

We shall focus on a particular family of such local equivalences called "elemen­
tary equivalences". These equivalences will suffice for our purposes. It will be 
shown that they are W equivalences, and that any W equivalence can be decom­
posed into a series of elementary equivalences. So we shall have achieved our goal 
of visualizing W equivalences in terms of Coxeter graphs. 

The discussion in the rest of this chapter will consist of defining elementary 
equivalences and illustrating how useful they are in understanding W equiva­
lences. Notably, arbitrary W equivalences can be decomposed as a composite 
of elementary equivalences. Moreover, elementary equivalences are amenable to 
analysis via the Coxeter diagram ofW. 

28-2 Equivalences via Coxeter graph symmetries 

In all that follows, let W = Well) be a finite reflection group with root system 
.6.. Let 2:: c .6. be a fixed fundamental system for.6.. As in §27 -I, let WE be the 
element of greatest length in W (with respect to 2::) and write 

where TE is an involution of 2:: (and of the Coxeter graph of 2::). In the irreducible 
case, TE is a nontrivial involution when.6. = Ak (k 2: 2), D2k+1> E6 or G2(2k + 1). 

By passing to the parabolic subgroups of W, we can generalize TE and obtain a 
whole family of Coxeter graph involutions related to elements of W. Given K C 

{ 1, ... , e}, let 
WK E WK 

be the element of greatest length with respect to the fundamental system l:K of 
.6.K. We can consider WK E W. As above, write 

where TK is an involution. Then TK maps 2::K to itself. As above, we have the 
property that, for 2::K irreducible, the action of TK on EK is nontrivial if and only 
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if AK = Ak (k ~ 2), D 2k+l, E6 or G2(2k + 1). Our interest in the involutions {Td 
lies in the fact that subsets of E K equivalent under TK are also W -equivalent. This 
follows from: 

Lemma Given Eb E J C EK ifTK' EI = E J, then (WKWI)' EI = E J• 

• 
We now have a potentially large number ofW equivalences induced by Coxeter 

graph symmetries. 

Remark WKWI is not a permutation ofE. It only maps the subset EI to the subset 
E J. Also, unlike TK, WKWI need not be an involution. 

28-3 Elementary equivalences 

We are actually only interested in a special case of the above equivalences. This is 
the case EI C EK, where 

EK=E1II{a} 

for some a E E - E1• The element 

0'([, a) = WKWI 

maps EI to a subset E J ofEK. We call 0'(1, a) an elementary W equivalence and 
also say that EJ and E, are related by an elementary equivalence. We adopt the 
notation 

EJf-tE, 

to indicate this elementary equivalence. 
We can slightly rephrase the above definition. EI and E J are related by an 

elementary equivalence ifEJ, E, C EK, where EK can be decomposed 

and TK satisfies 
TK' EI = E J• 

It is straightforward to determine, for a given subset EI C E, exactly what other 
subsets of E are related to it through an elementary equivalence. We take each 
a E E - EJ, let EK = EJ l1{a} and then determine the effect OfTK on EJ. By 
our previous comments, we need only concern ourselves with the cases where EK 
is of the type Ak (k ~ 2), D2k+1> E6 or G2(2k + 1). 

Example: Consider the case A = Ds with Coxeter graph 
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The following equivalences are concerned with three different types of root sys­
tems. In (i) we deal with equivalences between root systems of type AI. In (ii) we 
deal with root systems oftype A2• In (iii) and (iv) we consider root systems of type 
AIUAI. 

(i) For ~I = {a3}, we have the elementary equivalences 

(ii) For ~I = {aI, a2}, we have the elementary equivalence 

{aJ,a2} f--+ {a2,a3}. 

(iii) For ~I = {aI, a3}, we have the elementary equivalences 

{aJ,a3} f--+ {aJ,a4} and {al,a3} f--+ {aJ,as}. 

(iv) For ~I = {a4, as}, there are no elementary equivalences between it and any 
other subset of~. 

The above discussion can easily be extended to show that all subroot systems of 
type AI, or of type A2, are linked by elementary equivalences. On the other hand, 
the root systems of type Al U Al fall into two classes with (iii) and (iv) providing 
representatives. 

By further extending these arguments, we can show that, except for subroot 
systems of type Al U AI> any two subsets from ~ of the same type are linked by 
a series of elementary equivalences. It is instructive to convince ourselves that all 
subroot systems of type Al U A2 are linked by elementary equivalences. 

28-4 Decomposition of W equivalences into elementary equivalences 

This section,will be devoted to proving the following: 

Proposition If ~I and ~ ] are W -equivalent, then they are related by a series of 
elementary equivalences 

Suppose that 'P. ~I = ~ J. We begin by reducing the construction of the desired 
series of elementary equivalences to a statement about the action ofW on the root 
system to. 

Part I First of all, to construct the series of elementary equivalences, it suffices, 
by an inductive argument on length in W (defined with respect to ~), to show 
that we can pick a E ~ - ~I so that a = a(I, a) satisfies 
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Let rp = 'PU-I and EJ' = u . E. By definition, we have 

EI 1--+ EJ'. 

VIII. Conjugacy classes 

By applying the induction hypothesis to rp. EJ' = E 1> we can also produce a series 
of elementary equivalences 

El' 1--+ EL 1--+ ••• 1--+ EM 1--+ E J. 

The proposition then follows from combining these two series of elementary 
equivalences. 

Part II Next, let ~ + be the positive roots with respect to E and consider the set 

~('P) = {a E ~+ 1 'P. a < o} 

defined in §4-3. The second stage in the proof of the proposition is to demonstrate 
that we can reduce (*) to a statement about the set ~('P). Recall that the length of 
'P (with respect to E) is given by 

f('P) = I~('P)I· 

To prove (*), it suffices to prove that we can choose a E E - EI such that u = 
u(I, a) satisfies 

~(u) C ~('P) 

because the inequality I~('PU-I)I < I~('P)I is equivalent to (*). And (**) suffices 
to force this inequality. To see this, pick x E ~('PU-I), i.e., x E ~ + and 'PU-I·X < 
o. First of all, we have 

(a) u- I • x > o. 
The only other possibility is that u- I . x < O. However, this would mean that 
x E ~(U-I). And, since u-I maps ~(U-I) to -~(u) (use U· u-I = 1), and 
since 'P maps -~(u) into ~+ (use (**», we would then have 'PU-I . x > 0, a 
contradiction. 

Since 'PU-I . x < 0, we have 

(b) u-I . x E ~('P). 

On the other hand, we also have 

(c) u-I . x rt. ~(u). 
For if u-I . x E ~(u), then x = u(u- I . x) < 0, a contradiction. 

It follows from (b) and (c) that I~('PU-I)I ~ 1~('P)I-I~(u)l. 

Part III We begin by choosing a. Since f( 'P) > 0, there exists a E E such that 
'P. a < O. Since'P· EI C E, we must have a E E - EI . Let u = u(I, a) where a 
is chosen as above. In all that follows let 

EK = EI ilia}. 
Inclusion (**) follows by combining the next two lemmas. 

LemmaA ~(u) = ~k - ~j. 



28. Elementary equivalences 295 

Proof It follows from properties (H-l) and (H-2) of§27-1 that WI interchanges 
6.1 and 6."i and permutes 6.+ - 6.1, whereas WK interchanges 6.k and 6.K and 
permutes 6.+ - 6.k. The element 0" = WKWl then clearly satisfies the lemma. • 

LemmaB 6.k - 6.1 c 6.(<p}. 

Proof Pick 13 E 6.k - 6.1. We want to show that <p . 13 < O. We can write 

I3=co:+'Y, 

where C > 0 and 'Y E 6.1. So 

<p . 13 = C(<p . a} + <p . 'Y. 

Since <p . E = E, it is also true that <p . 6.1 = 6. j and <p . 6.1 = 6. J. SO the relations 
'Y E 6. j and a tJ. 6.1 translate into 

Now <p . a < 0, with <p . a tJ. 6." forces one of the fundamental roots from E - E J 

to appear in the expansion of <p . a with a negative coefficient. Since <p • 'Y E 6. j , 
this fundamental root has the same property for <p' 13. We conclude that <p' 13 < O • 

• 
Example: At the end of§28-3, we observed the existence of a number of elemen­
tary equivalences in the case of the root system 6. = Ds with Coxeter graph 

We considered three different types of subroot systems: A" A2, and Al II Al in 
detail, and stated that we could extend the arguments to show that any two sub­
sets from E of type Al or A2 are linked by a series of elementary equivalences. On 
the other hand, the subroot systems of type A I II A I divide into two groups rep­
resented by the sets {aI, a3} and {a4' as}. Because of the above proposition, we 
now know that these same results apply to W -equivalence classes of subsets of E 
oftypeA"A2, andA I IIA I . 

28-5 Involutions 

We now return to the topic that motivated the discussion of W equivalences and 
of elementary equivalences, namely the classification of involutions in a reflection 
group up to conjugacy. It follows from Questions (Q-l) and (Q-2) listed in §27-3, 
and all the subsequent discussion of these questions in Chapters 27 and 28, that we 
now have an effective algorithm for classifying conjugacy classes of involutions in 
a reflection group. In §27-5, we explained how these questions could be handled 
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in terms of Coxeter graphs. In Chapter 28, we have developed the machinery 
needed to make the arguments. Let W be a reflection group with root system ~ 
and fundamental system E. 

(i) We can draft a complete list (with possible redundancies) of conjugacy classes 
of involutions in W by finding all subsets E[ c E that possess a Coxeter 
graph that is a disjoint union of graphs of the following types: 

This follows from the discussion in §27-5. For each such I, the involution 
c[ lies in W. And these involutions represent all the conjugacy classes of 
involutions in W. 

(ii) We can eliminate redundancies in the above list of conjugacy classes by de­
termining which subsets E[ C E are linked to each other by elementary 
equivalences. If two subsets of E are so linked, then the corresponding invo­
lutions c[ are conjugate and, thus, represent the same conjugacy classes. 

There is an explicit algorithm for determining the elementary equivalences. 
We determine all the ways the sets E[ C E from the list in (i) can be extended, by 
adding one more root a E E to form a subset EK = E[ U {a} of type 

Each such extended set has a nontrivial involution that carries E[ to another subset 
of EK (and hence of E) of the same type. These transformations of subsets of E 
are the elementary equivalences. All this follows from Proposition 27-4 and the 
discussion in §28-2. 

(iii) Finally, Coxeter graphs provide a visual aid for all the above. We have already 
provided examples of how to carry out the above program using Coxeter 
graphs. 

Example 1: The Group W(As) = E6 Since every element of a symmetric group 
can be written as a product of disjoint cycles, and since two elements of the same 
"cycle type" are conjugate, it is easy to determine the involutions in W(As). There 
are three conjugacy classes represented by the elements (1,2), (1,2)(3,4) and 
(1,2)(3,4)(5,6), respectively. Let us now see how this same result can be deduced 
using our current machinery. 

The group W(As) has Coxeter graph 
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where E = {aJ, ... , as} is the fundamental graph of a root system of W(As). 
The subsets of E satisfying the restrictions on type, as given in (i) above, are: 

At II At = {at, a3}' {at, a4}, {aJ, as}, {a2, a4}, {a2, as}, {a3, as} 

At IIAt IIAI = {al,a3,aS}. 

It is easy to construct elementary equivalences linking any two of the above sub­
sets of the same type. For example, in the Al 11 Al case, we have the elementary 
equivalences 

{aJ,a3} I--> {al,a4} I--> {al,as} I--> {a2,aS} I--> {a3,as}. 

It follows that the above subsets of E fall into three W -equivalence classes of type 
AI> Al 11 At andAt 11 Al 11 Al respectively. So W(As) has three conjugacy classes 
of involutions as stated. 

Example 2: The Group WeDs) = (l/2l)4 ~ Es This example was already dis­
cussed in §27 -5. The pattern of involutions was sketched there, but not fully justi­
fied. This group has Coxeter graph 

where E = {at, ... , as} is a fundamental system for a root system ofW(Ds). It 
was shown in §27-5 that the following subsets of E satisfy the restrictions listed 
in (i) above: 

Al = {ad, {a2}, {a3}, {a4}, {as} 

Al II Al = {aJ, a3}' {aI, a4}, {aJ, as}, {a2, a4}, {a2, as}, {a4, as} 

Al II Al II Al = {aJ, a4, as}, {a2, a4, as} 

D4 = {a2,a3,a4,aS}. 

At the end of §28-3 and §28-4, we discussed the elementary equivalences between 
certain subsets ofE. By slightly extending these arguments, and using the relation 
between elementary equivalences and W equivalences, we can show that the above 
sets divide into five W -equivalence classes represented by: 

At = {at} 

Al II Al = {al,a3}, {a4,aS} 

At II At II Al = {aJ, a4, as} 

D4 = {a2,a3,a4,aS}. 
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So there are five conjugacy classes of involutions in WeDs). 
It is instructive to take the identity WeDs) = (l/2l)4)<l Es and use it to identify 

these five classes of involutions. The elements of (l/2l)4 )<l Es are determined 
up to conjugacy by their signed cycle type (see, for example, Carter [2]). The 
elements of (l/2l)4 )<l Es permute {fJ' f2, f3, f4, fS} and also change their signs. 
A signed cycle keeps track of these two operations. For example, if rp permutes 
{fh f4, fs, f3} (in that order) and rp4 = 1, then rp is the positive cycle (1,4,5,3), 
whereas if rp4 = -1, then rp is the negative cycle -(1,4,5,3). The conjugacy 
classes of (l/2l)4 )<l Es are obtained by taking the cycle types involving an even 
number of negative cycles. There are five possibilities for involutions represented 
by the cycle types: 

{(1,2)} 
{(1, 2), (3, 4)} 
{-(1), -(2), -(3), -(4)}. 

{-(1), -(2)} 
{-(1, 2), -(3, 4)} 
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29 Coxeter elements 
Coxeter elements form a distinguished conjugacy class in each finite Euclidean 
reflection group. This chapter concerns their order. We shall show that, for an 
irreducible reflection group, the order of a Coxeter element can be expressed in 
terms of the associated root system. Coxeter elements will be treated again in 
Chapters 32 and 34 when we discuss regular elements. In this chapter, as a prelim­
inary result, we shall prove that Coxeter elements are regular. The results of this 
chapter are independent of those in Chapters 27 and 28. 

29-1 Coxeter elements 

To define a Coxeter element, let W C O(lE) be the finite Euclidean reflection group 
associated to the root system L\. C IE and let I; = {aI, ... , ac} be a fundamental 
system of L\.. Then 

is called a Coxeter element. There are many different Coxeter elements in W, since 
we can rearrange the elements in a fundamental system, as well as replace the given 
fundamental system by another. 

Example: Let V C Rf+ 1 be the subspace 

and let I;f+ 1 act on V by permuting the coordinates. This action realizes I;c+ 1 as 
the finite reflection group W(Ac). The Coxeter elements in W(Ac) = I;C+I are the 
£. + 1 cycles because the reflections in I;C+I are the involutions (i, j). And, for any 
permutation {i I, i 2 , ••• , ic+ d of {I, 2, ... , £. + I}, the involutions 

are a set of fundamental reflections. So the element 

is a Coxeter element. 

It is well known that all of these Coxeter elements in ~e+ 1 are conjugate. In §29-
2, we shall extend this result to Coxeter elements of any finite reflection group. We 
shall prove: 

Theorem A All the Coxeter elements of a finite Euclidean reflection group lie in the 
same conjugacy class. 

After proving the above result, most of the rest of Chapter 29 will be devoted 
to determining the order of Coxeter elements. The order of a Coxeter element 
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in an irreducible finite reflection group has a simple relation to the root system 
underlying the reflection group. Let 

2N = the number of elements in .6.. 

Equivalently, N is the number of reflections in W. Sections §29-3 and §29-4 will 
be devoted to proving: 

Theorem B If a finite reflection group is irreducible, then the order of any Coxeter 
element is 2N / f. 

The order of its Coxeter elements is called the Coxeter number of the group. By 
the theorem, the Coxeter number for each irreducible finite reflection group can 
be calculated from the root system underlying the reflection group. If we take the 
root systems given in §8-7 and calculate the Coxeter number h = 2N / f, then we 
obtain 

The Coxeter number is a fascinating one, arising in many contexts. It has already 
arisen twice in this book. 

(1) In Chapter 12 we gave, for each irreducible crystallographic root system .6., 

the expansion ao = 2:;=1 hjaj, where {at, ... ,al} is a fundamental system 
of ~ and ao is the "highest root" of ~ with respect to {a 1 , •.. , al}. In each 

case, the order of the Coxeter element in W(.6.) is 1 + 2:;=1 hj. 
(2) In the table at the end of Chapter 14, we listed the degrees of the irreducible 

complex pseudo-reflection groups. The list includes all (real) reflection 
groups. For each of these real reflection group, the order of its Coxeter el­
ement is the highest degree. This relation will be verified in §32-2. 

29-2 Coxeter elements are conjugate 

In this section, we prove Theorem 29-1A. Let W C DOE) be the finite Euclidean 
reflection group associated with the root system.6. c lE. We want to show that 
any two Coxeter elements of Ware conjugate. We begin by observing that, if 
we conjugate a Coxeter element, then we obtain another Coxeter element be­
cause, if 'P E W and E = {al,"" at} is a fundamental system, then 'P . E = 
{'P . ai, ... , 'P . ae} is another fundamental system. Moreover, by property (A-4) 
of§I-I, 

This remark also shows that, in order to prove the theorem, it suffices to fix a 
fundamental system E = {al,"" ae} and show that all the Coxeter elements 
arising from different permutations of { ai, ... , at} are conjugate. For, by §4-6, 
any other fundamental system is of the form 'P . E = {'P' ai, ... , 'P . at} for some 



29. Coxeter elements 301 

i.p E W. And, by the preceding paragraph, the Coxeter elements arising from i.p . ~ 

are conjugate to those arising from ~. 

Consider a fixed fundamental system ~ = {a" ... , ae} of~. The Coxeter 
graph of ~ was introduced in §8-7. Assume that the vertices in the Coxeter graph 
of ~ are labelled by { a" ... , ae}. We want to show: 

Lemma All the permutations of { a" ... , ae} can be obtained by: 

(iJ rotating, i.e., sending {ai" ... ,air} to {ai" ail' ... , ail' ai,}; 
(ii) interchanging adjacent roots in {ai" ... , ail} whose vertices in the Coxeter 

graph are not connected by an edge. 

Both of the operations in the lemma give rise to conjugate Coxeter elements. 
In (i), So ."" So is conJ"ugate to So ... So So via So. In (ii), we have inter-

I} II 12 If I} '} 

changed two adJ·acent reflections in Sno .". So that commute with one another. 
Ul 1 I{ 

SO the Coxeter elements are not only conjugate, but also equal. Hence, if all per-
mutations of {a" .. " , af} can be obtained from operations (i) and (ii) of the 
lemma, then the Coxeter elements associated with the various permutations of 
{al' " .. , ad will all be conjugate. 

Proof of Lemma By (i), when we consider permutations of {a" ... , ad, we can 
represent { a" " " " , at} in circular fashion: 

ac a, 
ac-, • __ • a2 .---- ......... 

/ " 
/ 

\ • • 
I I • • \ / • • 

" / .-.......--............ 

We are not concerned with the starting point, only the clockwise order of the 
roots on the circle. And we are reduced to showing that the roots can be arranged 
in any order on the circle by using (ii). We know that the Coxeter graph of a root 
system is a tree (see §8-2). So there exists a vertex in the Coxeter graph of ~ joined 
to at most one other vertex. Assume that ac is the label of this vertex. 

If we delete a£, then, by induction, we can interchange the positions of 
{ a" " . o. , at _,} on the circle in any fashion by using (ii). If we attempt to carryon 
these interchanges with ae present, then a potential obstruction arises when we 
want to interchange ai and aj (using (ii)) but af separates them. 

/ 

I 

ai at aj .-.-. 
........... '. 
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However, from the hypothesis required to use (ii), we know that the vertices of 
ai and aj (in the Coxeter graph of ~) are not linked. Moreover, we also know 
that the vertex of at is linked to at most one other vertex. So assume that it is not 
linked to the vertex of ai. Then we can use (ii) to rearrange the vertices in the 
order 

I 

at ai aj .-.-. . / '. 
/ \ 

In particular, we have interchanged ai and aj. So the presence of ae is no 
impediment. 

Finally, we can use (ii) to move at to any desired position on the circle. For, 
by our choice of af, there is at most one root that cannot be interchanged with 
ae by using (ii). So we simply have to choose the appropriate direction (clockwise 
or counterclockwise) in which to move at around the circle so as to avoid the 
problem root. 

29-3 A dihedral subgroup 

This section and the next are devoted to determining the order of Coxeter ele­
ments. The goal is to verify Theorem 29-1B. Let us begin by observing that Theo­
rem 29-1B holds in the case of planar reflection groups. These groups were studied 
in Chapter 1 and are dihedral groups. The planar reflection group Dm contains 
m reflections and m rotations. In particular, the Coxeter element is a rotation 
of order m. Theorem 29-lB asserts that the order of Coxeter element in Dm is 
2N/£ = 2m/2 = m. 

In the case of an arbitrary Euclidean reflection group W(~) C O(JE), the order 
of Coxeter elements is determined by reducing to the case of the planar dihe­
dral groups. In this section, we locate a plane P C IE and a dihedral subgroup 
Dm C W(~) such that Dm maps P to itself, and the resulting action realizes Dm 
as a planar reflection group. In addition, the Coxeter element of Dm will also be a 
Coxeter element for W(~). The order of the Coxeter elements will then be deter­
mined in §29-4. 

(1) The Elements 71 and 72 We can partition the fundamental system 

into two sets, with each set consisting of roots orthogonal to each other. To make 
such a choice, we use induction on the number of fundamental roots. To employ 
the induction hypothesis on E, remove a root a orthogonal to all but at most one 
root, partition the remaining roots in the required fashion, and then add a to the 
set to which it is orthogonal. How do we know such an a exists? We reuse some 
facts from §29-2. Identify the fundamental roots with the vertices of the Coxeter 
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graph of.6.. Since the Coxeter graph is a tree, it has a vertex a linked to at most 
one other vertex. 

Ifwe let 

Then w = 7172 is a Coxeter element ofW. Observe that the elements {SOl' ..• , SOk} 

commute with one another, as do the elements {SOk+1 , ••. , SOl}. So (71)2 = (71)2 = 
1 and { 71, 72} generate a dihedral subgroup 

We want to construct a plane P C ]Rf on which 71 and 72 act as reflections. Let 
V = ]f~f and let 

V = VTl EB VTl 

V = VTz EB VTZ 

be the orthogonal decompositions of V into the + 1 and -1 eigenspaces of 71 and 
72, respectively. Finding a plane P C ]Rn on which 71 and 72 act as reflections is 
equivalent to finding a plane P C ]Rn, where the intersection of P with each ofVTl, 
VTZ, VTl and VTz is nontrivial. Clearly, both 71 and 72 will map such a surface to 
itself and, in the process, act as reflections. 

Let {ai, ... ,ad be the dual basis of {ai, ... ,ad, i.e., 

Then: 

Lemma A 

(i) {aJ, ... , ad is a basis OfVTl and {ak+l' ... ,ad is a basis ofVTz ; 
(ii) {aJ,"" ad is a basis OfVT2 and {ak+I,"" af} is a basis OfVTl. 

Proof Regarding (i), in view of the mutual orthogonality of the terms in 
{ ai, ... , ad, as well as those in {ak+ 1, ... , ad, we have 

5 .. a. = {a j for j =I- i 
O,} c" 

-aj lOr] = I 

whenever both ai and a j lie in {ai, ... ,ak} or {ak+ 1, ... , ad. Regarding (ii), 
that (ai, a j) = 0 for i =I- j tells us 

50; • a j = a j for i =I- j. • 
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(II) The Matrices M and I - M Next, consider the matrix 

It can be viewed as the transition matrix whose columns express the basis {ai} 
in terms of the dual basis {ni}. (For any x E V, we have the identity x = 
L:;=I(ai,X)ai.) So if we work with respect to the basis {a;}, then it represents 
the linear map M: V -... V defined by: 

M·ni=ai. 

Thus M induces isomorphisms 

Next, we consider the matrix 1- M. By the orthogonality properties of the parti­
tion E = {aI, ... ,ak} 11 {ak+l' ... ,ae}, the matrix Mis oftheform 

[h A] 
M = At Ie-k . 

Hence, 

-A] o . 

Since we are working with respect to the basis {ah ... , af}, it follows from 
Lemma A that 

I - M maps VTj to VT2, and vice versa. 

The matrices M and I - M share the same eigenvectors, though not the same 
eigenvalues. The relation is 

(I - M) . x = AX if and only if M . x = (-A + l)x. 

As explained in Appendix C, there exists an orthogonal matrix T such that TMTt 
is diagonal. In particular, M has eigenvectors. The matrix M also satisfies the hy­
pothesis of Corollary A from Appendix C. Consequently, it satisfies the conclusion 
and we have: 

Lemma B M and I - M have an eigenvector whose coefficients with respect to the 
basis {aI, ... , ae} are positive. 

(III) The Plane P We shall construct the plane P by using the eigenvector of 
I - M given in the preceding lemma. Suppose 

(I - M) . x = AX, 
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where A E IR and x E V and where the expansion x = XI al + ... + xeae satisfies 

Xj>O i=I, ... ,C. 

It follows from Lemma A that there is a direct sum decomposition V = VTl EB VT2. 

Write 
X = y+z, 

where y E VTl and Z E VT2. Explicitly, 

y = Xk+lak+1 + ... + xeae and Z = xlal + ... + Xkak. 

Let 
P = IRy+Rz. 

By construction (see Lemma A), P intersects VTl and VT2. So we are left with 
showing that P intersects both V Tl and V T2' The identities X = Y + Z and (I - M) . 
x = Ax combine to give 

(I - M) . y + (I - M) . Z = AY + AZ. 

In view of (**), we must have 

(I - M) . y = AZ and (I - M)· Z = Ay. 

If we rewrite these identities and use (*), then we have 

y - AZ = M· Y E VT1 

Z - Ay = M· Z E VT2 • 

The next property will play an important role in §29-4. Since 71 and 72 map P 
to itself, it follows that the Coxeter element w = 7172 also leaves P invariant. 

Lemma C The order of w on P = the order of w on IRe. 

Proof The fundamental system E = {al,"" ae} determines a fundamental 
chamber 

e = {t E IRe I (t,ad > Oi = I, ... ,C}. 

By §4-5, W acts freely on the chambers of ~. Consequently, if wk fixes any element 
of e, then wk = 1. So, to prove the lemma, it suffices to show 

The element x = y + Z belongs to P. The expansion 

implies (x, aj) = Xj > 0 for i = 1, ... , R. Consequently, x E e as well. • 

Remark: The preceding argument can easily be altered to show that any point on 
the line between y and Z that is distinct from these two points (i.e., any point of 
the form v = ay+ j3z, where a > 0, j3 > 0, a+ j3 = 1) belongs to the fundamental 
chamber e. 
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29-4 The order of Coxeter elements 

In this section, we prove Theorem 29-lB. Let ~ C at be a root system of rank £ 
and let W = W(~) be its associated reflection group. Throughout this section, 
we use the notation and results of§29-3. It was shown in §29-3 that we can form 
a dihedral subgroup 

Dm = \TI, 1'z I (1'd 2 = (1'Z)Z = (1'I1'z)m = 1) 

of W, where w = 1'I1'Z is a Coxeter element. We obtain the involutions 1'1 and 1'z 

by picking a decomposition 

of a fundamental system E into two sets, each consisting of roots orthogonal to 
each other and then letting 

There exists a plane 
P= ay+IRz 

on which Dm acts faithfully and as a reflection group (with 1'1 and 1'2 as reflections). 
So to prove Theorem 29-lB it suffices to determine the order of w when it acts 
onP. 

Let HI and H2 be the reflecting lines in P of 1'1 and 1'Z. Let () = the angle between 
HI and Hz. It follows from Lemma 1-4B that w = 1'I1'Z is a rotation through 2(). It 
follows from the discussion in Chapter 1 that the reflection lines of Dm are equally 
spaced with an angle () between any two consecutive lines. 

So () = 7r / m, where m = order w. First of all, we consider how the reflection 
lines break into orbits under the action of w. If m is even, there are two orbits 
and each orbit contains m/2 elements. One orbit contains HI> while the other 
contains Hz. If m is odd, then there is only one orbit and it contains m elements. 

We next establish a number of facts about the relation between the reflection 
hyperplanes ofW (in al ) and the reflection lines of Dm (in Pl. We shall prove: 

(a) Each reflection hyperplane ofW, when restricted to P, restricts to one of the 
reflection lines of Dm; 

(b) The number of reflection hyperplanes restricting to a given reflection line 
only depends on the orbit of the line; 

(c) The number of hyperplanes restricting to Hz is (£ - k); 
(d) The number of hyperplanes restricting to HI is k. 

These four facts will establish that m = 2N / £ because, if m is even, then 

N = (f - k)(m/2) + k(m/2) = fm/2, 

whereas if m is odd, then (b), (c), (d) imply thatf - k = k. So k = f/2. Hence, 

N = (f/2)m = fm/2. 
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In proving (a), (b), (c), (d) we shall need two lemmas. First of all, the elements y 
and z were chosen to satisfy: 

LemmaA HI = H.y and H2 = Rz. 

Secondly: 

Lemma B Given a E .6., then: 

(i) (a, y) = 0 if and only if a = ±a;for i = 1, ... , k; 
(ii) (a, z) = 0 ifand only if a = ±a;for i = k + I, ... ,£. 

Proof We shall prove (i). By definition, y = XIak+1 + ... + xeae. Consequently, 
(y, ai) = 0 for i = 1, ... , k. Conversely, suppose a E .6. satisfies (y, a) = O. 
We can assume a is a positive root with respect to {aI, ... , af}. Suppose a = 
cjal+···+ceaf,Whereci:::: Ofori = 1, ... ,£. ThenxjCI+"'+XkCk = (y,a) = O. 
Since Xi > 0 for i = k + 1, ... , £ we must have Ck+j = ... = ce = O. Thus a is 
a linear combination of {aI, ... , ad. Since aI, ... , ak are mutually orthogonal, 
the sub root system of .6. generated by them consists of { ±ak, ... , ±ad. Conse­
quently, a is one of these elements. • 

Both (c) and (d) are trivial consequences ofLemma B. Also, the transitivity of 
the action of w on an orbit forces (b). Regarding (a), first of all, it follows from 
Lemma B that any hyperplane restricts to a line in P, since dimH = £ - 1 and 
dim P = 2 implies that H n P is either a line, or all of P. But Lemma B says that 
y and z cannot both lie on H. Secondly, the line H n P is actually one of the 
reflection lines of Dm, since the transitivity of the action of w on the chambers of 
P shows that H n P can be moved between the lines HI and H2• If H n P does 
not agree with HI or H2, then, in view of Lemma A, H must contain a point on 
the line between y and z distinct from those two points. However, by the remark 
following Lemma C in §29-3, this is not possible. 

29-5 Centralizers of Coxeter elements 

In this section and the next, we prove some properties of Coxeter elements that 
will be needed in §32-4, when we further study Coxeter elements in the context 
of regular elements. The properties are established by using the machinery intro­
duced in §29-3 and §29-4. So this seems the appropriate moment to prove them. 
Recall that, for any group G and any 'P E W, we define the centralizer of'P by 

Z('P) = {T E G I T'P = 'PT}. 

In this section, we prove, except for one fact that will not be verified until §32-4 
(see assertion (ii), below), that the centralizers of Coxeter elements are as small as 
possible. We shall show: 

Theorem Let W C O(lE) be an irreducible finite reflection group, and let w be a 
Coxeter element in W. Then Z(w) = {wi}. 
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The rest of the section will be devoted to the proof of this theorem. Let us 
summarize some facts established in the previous sections. Let W C O(lE) be an 
irreducible finite Euclidean reflection group of rank £ ~ 2. It was shown in §29-3 
that we can form a dihedral subgroup 

of W, where w = TJT2 is a Coxeter element. It was explained in §29-4 how to 
locate a plane P C lE on which Dm acts faithfully as a reflection group, with TJ and 
T2 being reflections. Also, w acts on the plane P as a rotation through the angle 
27r Ih, where h = 2N I £, the Coxeter number ofW. 

There is a close connection between the reflecting hyperplanes and chambers 
(in lE) of Wand the reflecting lines and chambers (in P) of Dm. Each reflecting 
hyperplane ofW, when restricted to P, restricts to one of the reflecting lines of Dm. 
So each chamber of W, when restricted to P, is either the empty set or restricts 
to a chamber of Dm. In particular, each chamber of Dm can be regarded as the 
restriction to P of an appropriate chamber of W. This W chamber need not be 
unique. 

If we pass to the complex numbers, we can find x E P ® ( such that 

w 'X= ~x, 

where ~ is an h-th root of unity. We need one fact about x and one fact about~. 

(i) {x, x} is a Cbasis ofP ® cc. 

First of all, h ~ 3 because h = 2 leads to a contradiction. By Theorem 29-lB, 
h = 2 implies that N = £. Consequently, if { 0 J, ••• , OR} is a fundamental system 
of a root system of ~, then we must have ~ = {±oJ, ... , ±OR}. However, we are 
assuming that W, and hence ~, is both irreducible and of rank ~ 2. On the other 
hand, this ~ is only irreducible if £ = 1. 

We now know that w is a rotation of P of order h ~ 3. The eigenvectors of such 
a rotation are not real. So x = a + bi, where a, b E P are independent. Thus {x, x} 
is a (C basis of P ® C 

(ii) The multiplicity of ~ as an eigenvalue of w is one. 

This fact will be assumed, and will be verified by future arguments. In Theo­
rem 32-2B, we shall reduce the eigenvalue data of Coxeter elements to facts about 
invariant theory. In particular, it will follow that assertion (ii) is a consequence of 
Proposition 22-6. See the Remark at the end of §32-2 for further discussion. 

Now pick T E Z(w). To prove the theorem, it suffices to show that T E Dm, 
since it is easy to see that the only elements from Dm = TLI m7L )<J 7L127L commuting 
with w E 7Llm7L are the powers of w. The next two lemmas will establish that 
T EDm. 

Lemma A T maps P to itself 
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Proof First of all, w( T' x) = TW' X = ~(T' x). It now follows from (i) above that 

T . X = AX for some A E cc. 

Therefore, 
T·X=,)..X 

as well. Since {x, x} is a basis of P 129 ee, it follows that T maps P 129 (( to itself. 
Therefore, P = (P 129 Ce) n IE is also mapped to itself. • 

Lemma B T E Dm. 

Proof Since T permutes the chambers of Wand also maps P to itself, it follows 
that it permutes the chambers of Dm. Let eo be a chamber of Dm. Then T . eo 
is also a chamber of Dm. Since Dm acts transitively on its chambers, there exists 
cp E Dm such that 

cp . (T . eo) = eo. 
Pick a chamber eo ofW such that P n eo = eo. Then (cpT) • eo n eo # 0. Since 
W acts transitively on its chambers this, in turn, forces 

Since W also acts freely on its chambers, this forces cpT = 1. So T = cp-l E Dm . 

• 
29-6 Regular elements 

Regular elements will be studied in detail in Chapters 32 and 34 in the context of 
invariant theory. However, we shall introduce the concept of regular elements at 
this point, since Coxeter elements are regular and the proof of this fact depends 
on the machinery introduced in §29-3 and §29-4. So, as with the results of the 
previous section, this seems the appropriate moment to produce this proof. We 
shall also show that elements of greatest length are regular. 

To define regularity, we have to pass from IR to cc. Suppose W is acting on V = 
IR€ as a reflection group. The action of W extends to an action on VI( = ((€. The 
W -invariant inner product on V extends to a W -invariant (Hermitian) positive 
definite form on V I( by the rule 

(AX,I1Y) = A{L(x, Y) for any A, 11 E ee, x, y E V. 

The advantage of passing to (( is that all elements of W now have eigenvectors. 
Each reflecting hyperplane Hn C V ofW determines a hyperplane Hn Q9IRCe C VI(. 

Definition: x E V I( is regular if x ~ Un Hn Q9IR cc. 

Definition: cp E W is said to be regular if cp has a regular eigenvector in VI(. 
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In all that follows, let W = W(~) be an irreducible Euclidean reflection group 
with root system ~. Let E = {all ... , at} be a fundamental system for ~, let 

be the decomposition of ~ into positive and negative roots of E and let 

eo = {x E I I (a,x) > 0 fora> O} 

be the fundamental chamber determined by E. 

Examples: 

(a) Elements of Greatest Length The element WE of greatest length with respect 
to E, as defined in §27 -1, is regular. We can produce an explicit regular eigenvalue 
for WE. Let 

This element has already been studied in § 13-2. First of all, since WE • E = - E, it 
follows that WE . ~ + = ~ - and, so, WE . P = - p. On the other hand, p is regular. 
For it was demonstrated in the proof of Lemma 13-2B that p E eo. 

(b) Coxeter Elements The Coxeter element W = sal ••• Sal associated with E is 
regular. It was shown in §29-3 that we can choose a plane P C ]Re so that W acts 
on the plane P as a rotation through the angle 21r / h, where h = the order of W as 
an element of the group W(~). If we pass to the complex numbers, we can find 
x E P 0 «:: such that 

It was pointed out in §29-S that, since the eigenvectors of a rotation are not real, 
{x, x} is a «:: basis of P 0 C It follows that x is regular. For, suppose (x, a) = 0 for 
some a E ~. Then (x, a) = (x, a) = 0 as well. (Here we have used the fact that 
a is real, so a = 0:.) Since {x, x} is a basis of P 0 «::, we know that (t, a) = 0 for 
all t E P. But, by the remark following Lemma 29-3C, P contains elements from 
the fundamental chamber eo. So we have a contradiction. 



IX Eigenvalues 

The main theme in our discussion of invariant theory has been that the associ­
ated ring of invariants of a pseudo-reflection group provides a great deal of in­
formation about the structure of the group. The last four chapters of the book 
provide further demonstrations of this fact. These chapters discuss how invariant 
theory can be used to analyze the eigenvalues of elements from pseudo-reflection 
groups. This information is used, in turn, to obtain a limited amount of infor­
mation about conjugacy classes of elements and subgroups. Most of the results of 
these four chapters are due to Solomon and Springer. 

In Chapter 31, we use Solomon's theorem from Chapter 22 to obtain data 
about the occurrence of eigenvalues for arbitrary elements of pseudo-reflection 
groups. In Chapter 32, we introduce regular elements and study their eigenval­
ues. In Chapter 33, we place invariant rings in the context of algebraic geometry. 
We show that we can view the ring of invariants of G c GL(V) as the coordinate 
ring of the orbit space V / G. In Chapter 34, we use this fact to obtain additional 
results about the eigenspaces of elements of G. In particular, we obtain informa­
tion about how eigenspaces for elements of G are related through the action of 
G. We can use this information to obtain information about conjugacy classes in 
G. We also demonstrate that centralizers of regular elements act on eigenspaces as 
pseudo-reflection groups. 

319 
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30 Minimal decompositions 
During the study of finite reflection groups in the first eight chapters of the book, 
we analyzed, in great depth, how elements ofW can be decomposed using funda­
mental reflections. In this chapter, we take a slightly different approach based on 
the work of Carter [2]. We shall study decompositions of elements of W involving 
arbitrary reflections from W. These decompositions have the double advantage of 
being simpler and still containing valuable information. 

30-1 Main results 

Let W C OOE) be an finite reflection group with associated root system ~ c lE. 
Let 

R = {sa I a E~} 

be the set of reflections in W. Since W is generated by reflections, every <p E 
W has at least one decomposition <p = sa, ... sak in terms of the elements of 
R. A decomposition <p = sa, ... Sak where k is as small as possible will be called 
a minimal decomposition (or minimal expression) for <p, and k will be called the 
minimal length, L( <p), of <po So: 

Definition: L( <p) = the minimal k such that <p = Sa, ... sak' where {sa, , ... , Sak} 
is a set of reflections in W (repetitions allowed). 

If we compare this definition of length with that from Chapter 4, in which 
we decomposed elements of W using only fundamental reflections, then the two 
concepts are related via the inequality 

L(<p) < min{£(<p)}, - E 

where, in the right-hand side, £(<p) ranges over length with respect to every fun­
damental system L: of the root system .Do. In general, this is a strict inequality. See 
the example at the end of this section. 

The main goal of this chapter is to provide some interesting characterizations 
of minimal length and minimal decompositions. Given <p E W, let 

P' = the elements oflE fixed by <p 

lEep = the orthogonal complement oflE"'. 

If <p is an involution, then lEep and JEep are the ± 1 eigenspaces defined in §27-l. 
In general, <p acts on JEep with no fixed points. And, if we pass to the compex 
numbers (so that <p is diagonalizable), then JEep 01{ (( is spanned by eigenvectors 
corresponding to eigenvalues ( -:f. 1. The subspaces JEep and lEep are related to 
minimal decompositions of <po 

Proposition A If <p = Sa, ... Sak is a minimal expression for <p, then 

(i) JEep = n~=1 Ha;; 

R. Kane, Reflection Groups and Invariant Theory
© Springer Science+Business Media New York 2001
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(ii) lE<p = the subspace spanned by {ai' ... ,ak}. 

Proposition B L( 'P) = dim lE<p. 

VIII. Conjugacy classes 

Using these facts, we can obtain the following characterizations of minimal 
decompositions. 

Theorem A Given 'P E W, then 'P = Sal ... Sok is a minimal expression for 'P if and 
only if { ai, ... , ak} are linearly independent. 

Theorem B Given an involution 7 E W, then 7 = Sal· .. Sok is a minimal expres­
sion for 7 if and only if {ai' ... , ak} are orthogonal. 

Minimal decompositions have other important features, which are summa­
rized in the following remarks. 

Remark 1: We can represent a minimal decomposition 'P = sal· .. Sok by a graph. 
We can associate a graph to the vectors {ah ... , ad using the same conventions 
as were employed in §8-6 to associate the Coxeter graph to a fundamental system 
of a reflection group. If the graph contains no cycles (i.e., is a tree), then it is 
representing the Coxeter element of a reflection subgroup of W. But graphs with 
cycles do exist. See Carter [2] for examples of such graphs. 

Remark 2: There is a further restriction on minimal decompositions. For every 
'P, we can find a minimal decomposition 

where both {ai, ... ,ak} and {ak+l, ... ,ak+m} are sets whose elements are pair­
wise orthogonal. Equivalently, every element can be decomposed as a product 
'P = 7172 of two involutions. Recall that in §29-3 such a decomposition was es­
tablished in the case of Coxeter elements. Unfortunately, the proof of this fact 
for an arbitrary conjugacy class still depends on a case-by-case analysis of the ir­
reducible reflection groups. The arguments are due to Carter (Weyl group case) 
and Springer (non-Weyl case). See Carter [2] and Springer [2]. Carter used this 
strengthened version of a minimal decomposition to classify the conjugacy classes 
of the crystallographic reflection groups. 

We close this section with an example illustrating that the inequality L( 'P) ~ 
minI; { f( 'P)} is, in general, a strict inequality. 

Example: The dihedral groups Dm were shown in § 1-4 to be reflection groups in 
the plane. We have L(p) ~ 2 for each p E Dm, since it was shown in §1-4 that 
each element from the group acts on the plane as either a reflection (det = -1) 
or a rotation (det = 1). Then we have 

L( ) = {I if p is a reflection 
p 2·f· . 1 P IS a rotatIOn. 
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Let p be any rotation in Dm. If we pick a reflection 5 E Dm, then 5' = ps is a 
reflection as well because det(ps) = det(p) det(s) = (1)( -1) = -1. And we can 
rewrite the identity 5' = ps as p = 5'5. 

On the other hand, the presentation 

Dm = (51,52 I (51)2 = (52)2 = (SISZ)m = 1) 

tells us that C(p) = 2 with respect to the fundamental reflection {51, 52} only when 
p = 5152 or p = 5251. In particular, p must be a rotation of order m. So if p i= 1 is 
a rotation of order < m, then C(p) > 2 for any choice of fundamental reflections 
{Sh 52}' 

30-2 The proof of Propositions 30-1 A and 30-1 B 

We begin with a number of definitions. We shall make use of certain subspaces 
arising out of any fixed decomposition if! = 5"'1 ••• S"'k (minimal or not). Given 
such a decomposition, let 

H = the subspace spanned by { ai, ... , ad. 

The orthogonal complement of H is given by 

k 

HJ.. = nH",;. 
i=1 

We have already defined (in §30-1) the subspaces lE'P and lE'P' We have HJ.. C 
lE'P. Since lE'P and lE'P are orthogonal, we also have lE'P C H. Moreover, HJ.. = lE'P if 
and only iflE'P = H. 

We also have need of certain subgroups of W. Given if! E W, let 

W", = the isotropy subgroup of W which fixes lE"'. 

In particular, if! E W'P' Being an isotropy group, W'P is a parabolic subgroup 
and, hence, generated by reflections (see §5-2). Recall that the rank of a reflection 
group is the rank of the underlying root system. Let 

C = rankW = rank~. 

If lE'P i= 0, then, as was observed in the remark following Proposition 5-2A, W'P 
is a reflection subgroup of rank < C. Such a fact is useful in making inductive 
arguments. A more precise restriction on rank is that 

rank W'P :S dim lE'P' 

To prove this inequality, it suffices to show that the root system of the reflection 
group W'P lies in lE'P' Since W'P acts trivially on lE'P, we have lE'P C H", for each 
reflection 5", E W'P' So a is orthogonal to lE'P, i.e., a E lE'P' 

Lemma L( if!) :::; C. 
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Proof We proceed by induction on rank. First of all, by induction, we can as­
sume 

lEep = 0 

because 'P E Wep and, by our previous remarks, W", has smaller rank than W 
whenever IE'" -# O. Secondly, pick a E ~. It suffices to show that 'PSo. can be 
decomposed using at most i-I reflections. We are now assuming that 'P - 1 is 
nonsingular. So we can pick x E IE such that ('P - I) . x = a. In other words, 

'P' x = x+ a. 

It is then also true that 

So.·x=x+a 

because (x, x) = ('P . x, 'P . x) = (x + a, x + a) = (x, x) + 2(x, a) + (a, a). Thus 
2(a,x)/(a, a) = -1. Substitute this identity into formula (A-I) of§I-1. 

It follows from the above identities that 'P . x = So. . x, i.e., 

SO 'PSo. E Wx' But, again, the isotropy group Wx has rank < i. So, by induction 
on rank, 'PSo. can be decomposed using::::: i-I reflections. • 

Proof of Proposition 30-IB First of all, 

dim IE", :5 L( 'P). 

For, if 'P = 50.1 ••• Sap then the inclusion lEep C H tells us that dim JE", :5 dim H :5 
k. Secondly, 

L( 'P) ::::: dim IE", 

because 'P E W", and, as noted above, rank W '" ::::: dim IE",. We now appeal to the 
above lemma. • 

Proof of Proposition 30-IA Given a decomposition 'P = 50.1 ••• So.k' the inclu­
sion 

JEep C H 

with the inequalities 

L('P) ::::: dimlE", ::::: dimH::::: k 

force lE", = H whenever L( 'P) = k, i.e., whenever the decomposition is minimal. 
By orthogonality, we also have the equality IE'" = H.1. • 
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30-3 The proof of Theorem 30-1 A 

First of all, if'P = sa, ... Sak is a minimal decomposition of 'P, then, by Proposi­
tion 30-1A, IEip is spanned by {o:\, ... , o:d while, by Proposition 30-lB, dim IEip = 
L( 'P) = k. It follows that {o:\, ... , o:d is independent. 

The converse, namely that {o:\, ... ,o:d independent forces 'P = sal· .. Sak to 
be a minimal expression, requires more work. Let 'P = sal ... sak be any decompo­
sition of 'P. The rest of this section will be devoted to proving: 

Proposition If { 0:\ , ... , O:k} are independent, then dim IEip = k. 

This proposition implies that 'P = sal· .. Sak is minimal whenever {o:\, ... ,O:k} 
is independent, since we know from Proposition 30-lB that dim lEip = L( 'P). Con­
sequently, if dim lEip = k, then L( 'P) = k. 

As the first step in proving the proposition, we point out the following easy 
consequence offormula (A-I) in § 1-1. 

Lemma A For all x E IE, 'P . x = x + y, where y is a linear combination of 
{ 0:\, ... , o:d. 

Next, as in §30-2, let 

H = the subspace spanned by {O:J, ... , O:k}. 

The independence hypothesis implies that dim H = k. By the above lemma, 'P = 
Sal ... sak maps H to itself. We want to show that 

Hip = {O}. 

For, the inclusion IEip C H can be strengthened to H = Hip EB IEip. 
We proceed by induction on k. The case k = 2 was dealt with in § 1-4. We 

showed that Sal Sa2 acts on the plane P = JRo:\ + JR0:2 as a rotation through twice 
the angle between 0:\ and 0:2. Assume that the lemma is true for the k - 1 case. 
Let 

Ho = the hyperplane spanned by { 0:2, ... , o:d. 

More generally, pick 0 =I- (3 E H which is orthogonal to Ho and, for each t E JR, 
let 

H t = the affine hyperplane (3t + Ho 

where (3t = t (3. These parallel hyperplanes {Ht } provide a decomposition of H. 
The action of'P on H does not necessarily respect this decomposition. Neverthe­
less, for each H t , we can consider 

Hi = the elements of H t fixed by 'P. 

To prove the proposition it suffices to show: 

LemmaB Ht = {O}. 

Lemma C Hi = 0 if t =I- o. 
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We use the induction hypothesis to prove these facts. The induction hypothesis 
will be introduced via the decomposition 

where 

and where, for convenience, we have let a = al. By Lemma C, 'Po maps Ho to 
itself. The induction hypothesis implies that 

Observe also that, by formula (A-I) of§I-I, 

'Po . f3t = f3t 

because f3t is orthogonal to {a2' ... , ak}. 

Proof of Lemma B Clearly, 0 is a fixed point of 'P. Consider the decomposition 
'P = sa'PO· As observed above, Hto = {a}. Pick 0 i=- x E Ho and let y = 'Po' x. 
Then y E Ho and y i=- x. We break the proof into two cases. 

(i) y E Ha: Then Sa' y = y. So 'P' x = Sa . Y = y i=- x; 
(ii) y ~ Ha: In other words, (a, y) i=- O. Then we can write 

Sa' Y = Y + ca, 

where c = 2(a, y)/(a, a) i=- O. This forces Sa' Y ~ Ho. For, otherwise, a = 
(11 c)(y - Sa' y) E Ho, which contradicts the independence of {a!, ... ,ak}' 
Clearly, if'P . x = Sa . Y tJ- Ho, then 'P . x i=- x. • 

Proof of Lemma C Assume that t i=- O. Every element of Ht = f3t + Ho can be 
written uniquely as f3t + x, where x E Ho. We want to show that 'P' (f3t + x) = f3t + x 
is impossible. 

The Case x = 0 First of all, we deal with the case x = O. In this case, the equality 
'P . (f3t + x) = f3t + x reduces to 

But then a = al and (3 are orthogonal. So al E Ho, which contradicts the 
independence of { aI, ... , ac}. 

The Case x i=- 0 Now consider x i=- o. We can write 

'Po . (f3t + x) = f3t + y, where y = 'Po . x E Ho· 
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Thus 

cp' ((3t + x) = So . ((3t + y) = ((3t + y) + w for some c E lit 

The equality cp . ((3t + x) = (3t + x then forces the identity 

(3t + x = (3t + y + w. 
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If c =J 0, this forces a = (l/2)(x - y) E Ho, which contradicts the independence 
of {ah ... ,ad. If c = 0, this forces x = y. Since x =J 0, this is impossible by the 
argument in (*). • 

30-4 The proof of Theorem 30-1 B 

In this section, we prove Theorem 30-lB. Let b. c lE be a root system with asso­
ciated reflection group W C DOE). Let T = 501 ••• SOk be a decomposition of an 
involution T. One implication of Theorem 30-lB follows from Theorem 30-lA, 
since if {aJ' ... , ad are orthogonal, then they are independent and so, by Theo­
rem 30-lA, the decomposition T = 501 ••• SOk is minimal. 

Conversely, assume that the decomposition T = 501 ••• SOk is minimal. It fol­
lows from Proposition 30-lB that {aJ, ... , ad is a basis of the eigenvalue space 
IT' We want to prove that {aJ' ... , ad are orthogonal. The approach is to show 
that, for each 1 ~ i ~ C 

{ah ... ,ai} are orthogonal to {ai+h ... ,ae}. 

We begin by showing 

aJ is orthogonal to {a2' ... ,ae}. 

It suffices to show that every x E HOI n lET can be expanded in terms of 
{a2,'" ,at}. For, since dimH01 n lET = k - 1, this forces {a2, ... ,ak} to be 
a basis of HOI' 

Since x E lET> we have 

(501'" 50 /) • x = T' X = -x. 

Since x E lET> it follows that 

Hence, 
2x = x - (502 ••• SOt) • x. 

By Lemma 30-3A, the right-hand side of this identity can be expanded in terms of 
{ a2, ... , ae}. Passing to the left-hand side of the identity, x can also be expanded 
in terms of {a2' ... ,ae} as well. 

Regarding the proof of (*), it suffices to show that every x E HOI n ... n Ho; n 
lET can be expanded in terms of {ai+ J, ••• , ae}. We do this by generalizing the 
argument above and, in particular, deriving the formula 

2x = x - (50 ;+1 ••• 50 /) • x. 
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31 Eigenvalues for reflection groups 
The most fundamental question we can ask about the invariant theory of a pseudo­
reflection group is how to calculate its degrees and exponents. In this chapter, we 
explain how to characterize exponents in terms of data about the eigenvalues of el­
ements from the group. The relation given in its full generality is due to Pianzola­
Weiss [1]. Their result is an extension of the fundamental work of Shephard-Todd 
[1] and Solomon [1]. 

31-1 Eigenspaces and exponents 

Let V be a finite dimensional vector space over a field f and let G C GL(V) be a 
finite nonmodular pseudo-reflection group. In Chapter 18, we defined the degrees 
{dl , ... , dn} and the exponents {ml, ... , mn} of G. Recall that they are related by 
the rule mi = di - 1. For any cp E G, we can speak of its invariant subspace V'P. 
These are the elements of V fixed by cpo Let 

hi = the number of elements in G with invariant subspace of dimension i. 

The numbers {ho, hI> ... , hn} are related to the exponents of G by the following 
identity. 

Theorem A (Solomon) rr=1 (T + mi) = ho + hi T + ... + hn Tn. 

This identity was established in Shephard-Todd [1] for the case f = ([ and 
in Solomon [1] for the case charf = o. We can view the Solomon relation as a 
generalization of several facts established in Chapter 18. It was shown there that 

(i) IGI = I1~=1 di ; 

(ii) number of pseudo-reflections in G = ml + ... + mn• 

These facts are easy consequences of the identity in the theorem. Regarding (a), 
let T = 1. Regarding (b), compare the coefficients of yn-I . 

A more comprehensive, and complicated, result than Theorem A has been ob­
tained in Pianzola-Weiss [1]. Let d 2': 2 be a positive integer and suppose that f 
contains a primitive d-th root of unity, denoted~. For any cp E G, let 

V(cp,O = {x E V I cp·x= ~x} 

the eigenspace corresponding to ~. Let 

hi(~) = the number of elements in G where dim V(cp,~) = i. 

The above Solomon relation can be generalized to an identity involving these 
numbers. Let 

7r(d) = II di 

di;lEO (mod d) 

Pd(T) = II (T + m;). 
di=O (mod d) 
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Theorem B (Pianzola-Weiss) Suppose that IF contains ~, a primitive d-th root of 
unity. Then 

These theorems provide a way of counting the number of elements in G having 
eigenvalues with certain multiplicities. Such results are extremely useful in study­
ing the elements of G. The next two corollaries are concerned with determining 
when hI (~) > 0 and when hn(O > 0 (n = dimlF V). 

Corollary A Suppose that IF contains ~, a primitive d-th root of unity. Then there 
exists rp E G having ~ as an eigenvalue if and only if d divides dj for some i. 

Next, given ~ E iF, let 
~: V --* V 

denote the map that is scalar multiplication by ~. 

Corollary B Suppose that IF contains ~, a primitive d-th root of unity. Then the 
scalar map ~ E G if and only if d divides dj for all i. 

Recall that the exponent of the group G is defined by 

e( G) = min {d I rpd = 1 for all rp E G}, 

whereas the center of G is defined by 

Z(G) = {T E G I rpT = Trp for all rp E G}. 

Corollary C If IF is algebraically closed and G acts irreducibly on V, then 

(i) IZ(G)I = g.c.d.{d l , ... , dn}; 

(ii) e(G) = l.c.m.{d[, ... ,dn }. 

Example: Euclidean Reflection Groups 
In the case of Euclidean reflection groups, we must have d = 2 and ~ = -1. 

The above results reduce to assertions made (but not proved) in §27-2. Corol­
lary B asserts that -1 E W if and only if each dj is even. Corollary C (plus 
Proposition 18-6) asserts that, in the above case, -1 actually generates Z(W) (pro­
vided the further hypothesis of the corollary is also satisfied). 

We assume that IF is algebraically closed in the above corollary in order to en­
sure that IF contains the eigenvalues of each elements of G. It then follows from 
Schur's Lemma in Appendix B that Z(G) consists of the scalar maps~: V --* V 
belonging to G. So (i) follows from Corollary B. Regarding (ii), we can deduce 
from Corollary A that d divides e( G) if and only if d divides dj for some i. 

The proofs of Theorems A and B will be presented in §31-2 and §31-3. Theo­
rem A was first verified by Shephard and Todd [1] for complex reflection groups 
using a case-by-case argument. The general proof of the theorem given in this 
chapter is due to Solomon [1]. The proof of Theorem B is a modification of 
Solomon's proof and is due to Pianzola and Weiss. The proofs are analogous to the 
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proof given in §18-3 that iGi = I17=1 di• That proof was an argument involving 
Poincare series and, in particular, Molien's theorem. It was based on the fact that 
S(V)G is a polynomial algebra and, hence, that its Poincare series is of the form 

G 1 1 
PtS(V) = -- ... --. 

1 - td1 1 - tdn 

By comparing this identity with the expansion of PtS(V)G given by Molien's the­
orem, we obtain iGi = I1~=1 di • 

31-2 The proof of Theorem A 

The proofs of Theorems A and B are manipulations involving Poincare series. Let 
V be a finite dimensional vector space over a field IF and let G C GL(V) be a finite 
non modular pseudo-reflection group. The identity 

was established in §22-4 and represents two different expansions of the Poincare 
series of the extended ring of invariants [S(V) 0E(V)lG. This identity is the key to 
proving Theorems A and B. We shall manipulate this identity to obtain the identi­
ties given in Theorems A and B. Theorem A is actually a special case of Theorem B 
and its proof is, similarly, a special case of the proof of Theorem B. However, we 
shall still present the proof of Theorem A, since it will serve as a useful motivation 
for the more complicated manipulation needed to obtain Theorem B. 

The procedure in proving Theorem A is to take identity (*) from above, sub­
stitute Y = -1 + T( 1 - X) on each side, simplify, and then let X = 1. 

Left-Hand Side If we let Y = -1 + TO - X), then 

n n 

LHS = Il[1-Xdi-1 + O-X)TXdi-ll/[Ilo-Xdi)] 
i=l i=l 

n n 

= Il[1 +X + ... +Xdi-2 + TXdi-ll/[Ilo +X + ... +Xdi-1)]. 
i=l i=l 

Ifwe let X = 1, then 

n n 

LHS = II[(di -1) + T]/ [II di ]. 

i=l i=l 

Right-Hand Side It suffices to consider each of the terms ::tW~~~)) in the RHS 

separately and show that, if dim VI" = k, then ::ttg~~~) = Tk. We shall work in 
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the algebraic closure t off. The eigenvalue 1 occurs with multiplicity k. Suppose 
{WI, ... , Wn-k} are the other eigenvalues. Then 

det(l + Yep) (1 + y)k n:':lk (1 + Wi Y) 

det(l - Xep) = (1- X)k I1~:lk(1 - WiX)· 

If we let Y = -1 + T(1 - X), then 

det(1 + Yep) = Tk I1~:lk [1 - Wi + Wi (1 - X) TJ 

det(1- Xep) n~-k(1 - w-X) 

Letting X = 1, we have 

1=1 1 

det(1 + Yep) = Tk. 
det(1 - Xep) 

31-3 The proof of Theorem B 

This time the recipe is to take identity (*) from §31-2, substitute Y = _~-I + 
(1 - ~X)T in each side, simplify (most of the time), and then let X = ~-I. These 
manipulations will lead us to the identity 

n(d) II (~T + mi) = ho(~) + hi (~)~T + ... + hn(~)(~T)n. 
di=O (mod d) 

This is equivalent to the identity given in Theorem B. Just replace ~T by T. 

Right-HandSide We shall show that, ifdim V(ep,~) = k, then ::tW~~~) = (~T)k. 
The eigenvalue ~ occurs with multiplicity k. Suppose {WI, ... , wn-d are the other 
eigenvalues. Then 

det(l + Yep) (1 +~y)kI1~:lk(l +WiY) 

det(l - Xep) = (1 - ~X)k I1~:lk(l - WiX)· 

When we let Y = _~-l + (1 - eX)T, then 

det(l + Yep) = TkI1~:lk(1 - ~-lWi + wi(1- ~X)T) 
det(1 - Xep) n~:lk(1- WiX ) 

Letting X = ~-l, we have 

det(l + Yep) = (~T)k. 
det(l- Xep) 

Left-Hand Side We shall write the LHS in the form I17=1 l~~;~l and consider 
each factor individually. There are two separate cases to consider. 
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(i) d does not divide dj • 

The effect of substituting 

y = -C l + (1 - ~X)T 

X=CI 

IX. Eigenvalues 

is the same as just letting X = ~-l and Y = _~-l. In the present case, this gives 

1 + YXmi 1 _ ~-di 
-----:- - - 1 
1 - Xdi - 1 - ~-di - . 

In particular, the last identity uses the fact that 1-ei =F 0 (since d does not divide 
di ). 

(ii) d divides di• 

In this case, ei = 1 and, so, ~mi = ~-l. In particular, the argument from (i) 
doesn't make sense, since 1 - ~-di = O. So a modified argument has to be used. 
When we let Y = _~-l + (1- ~X), then 

= 

Letting X = ~-l, we have 

1 - ~-lxmi + (1- ~X)Txmi 
I_Xdi 

1 - (~x)mi + (1 - ~X)Txmj 

1 - <eX)d; 

1 + ~X + ... + ~xmi-l + TXmj 

1 + ~X + (~X)2 + ... + <~X)d;-l . 

1 + YXmj mi +~Y 
I_Xdi = 
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32 Eigenvalues for regular elements 

In this chapter, we discuss the eigenvalues of certain special elements of pseudo­
reflection groups called regular elements. We shall prove that there are significant 
relations between such eigenvalues and the exponents of the group. Notably, we 
shall demonstrate that the exponents can be characterized in terms of the eigen­
value data of regular elements. The results of this chapter are due to Coxeter [2] 
and Springer [2]. 

32-1 Regular elements 

Throughout this chapter, we shall assume that V is a finite dimensional vector 
space over a field IF of characteristic zero and that G C GL(V)is a finite pseudo­
reflection group. In this chapter, we shall introduce regular elements and establish 
various eigenvalue properties of these elements. A regular element is defined by 
the property of possessing a particular type of eigenvector. 

Definition: x E V is regular (with respect to G) if it does not lie on the reflecting 
hyperplane of any pseudo-reflection from G. 

Definition: rp EGis regular if it has a regular eigenvector. 

Definition: If rp . x = ~x for a regular vector x E V, then ~ E IF will be called a 
regular eigenvalue of rp. 

Example: We have already seen canonical examples of regular elements. It was 
shown in §29-5 that, if we take an irreducible Euclidean reflection group and work 
over the complex numbers, then its Coxeter elements are regular. Since the vari­
ous powers of a regular element are also regular, the powers of Coxeter elements 
provide additional examples of regular elements. As an explicit example of the 
complexification of a Coxeter element being regular, we consider the At case. Let 
V C p+ 1 be the subspace 

Then ~n+ 1 acts on V by permuting the coordinates. This action realizes ~n+ 1 as an 
n-dimensional pseudo-reflection group. The reflections of ~n+l are the permuta­
tions {(i, j) I i ~ j}. If the field IF contains ~, a primitive (n + 1) -st root of unity, 
then the element 

rp = (1,2, ... , n + 1) = (1,2)(2,3) .. · (n, n + 1) 

is regular where a regular eigenvector for rp is 

R. Kane, Reflection Groups and Invariant Theory
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Observe that rp . x = {x. Also, x does not belong to any reflection hyperplane 
because the permutation (i, j) has reflection hyperplane 

So x 1. Hi j for any choice of i and j. We conclude that rp is regular. 

We record, for future use, some properties of regular vectors and regular ele­
ments. 

Regular Vectors 
We see, by Lemma 30-SA, that V has regular elements provided f is infinite. 

Regular vectors have several important properties. 

(I -1) Regular vectors are the vectors in V whose isotropy group Gx is trivial. 
(1-2) An element of G is determined by its effect on any regular vector of V. 

Namely, given rp, T E G, then rp = T if rp . x = T . x for any regular x E V. 
In particular, the order of any rp EGis determined by its effect on x, i.e., if 
rpk • x = x, then rpk = 1. 

Regarding (1-1), it follows from Corollary 30-1 that the isotropy group Gx is a 
pseudo-reflection group for every x E V. But, by definition, a regular element of 
V is one whose isotropy group contains no pseudo-reflections. Regarding (1-2), 
rp . x = T • x implies that rpT-1 E Gx• But, as just observed, Gx = {I}. 

Regular Elements 
The above facts also have consequences for regular elements. It follows from 

property (1-2) that 

(1-3) If rp is a regular element rp of order d, then rp has a primitive d-th root of 
unity e as a regular eigenvalue. 

Suppose that rp EGis regular and x E V is a regular eigenvector of rp. We can 
write rp . x = Ax for some .x E f. Then 

rpk • X = .xkx for each k 2:: 1. 

By the argument given above to justify (1-2), rpk = 1 if and only if .xk = 1. 
Property (1-3) can be extended to 

(1-4) A regular element rp of order d is diagonalizable. If { is any primitive d-th 
root of unity, then every eigenvalue of rp is of the form {k for some k 2:: 1. 

This is because every eigenvalue of rp is a d-th root of unity (possibly nonprimi­
tive). So if{ is any fixed primitive d-th root of unity, then any eigenvalue of rp is of 
the form e. In particular, it follows from (1-3) that the field f must contain such 
a primitive d-th root of unity. Thus f contains all the eigenvalues of rp and rp is 
diagonalizable. 
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Remark 1: It follows from (1-3), and Corollary 31-1A, that the pseudo-reflection 
group G C GL(V) can have a regular element of order d only if d divides one of 
the degrees {d1, ••• ,dn } of G. 

Remark 2: It also follows from (1-3) and (1-4) that 'P's being regular depends, 
in part, on the field over which we are working. Given 'P E G, we have to work 
in a large enough field to obtain all possible eigenvalues of 'P. This consideration 
clearly arises when we are dealing with Euclidean reflection groups. When dis­
cussing regular elements of an Euclidean reflection group W C DOE), we pass 
from R to (( and consider W acting on V c = ((f. The regular elements of W 
should always be taken to mean the regular elements of the associated complex 
pseudo-reflection group W C GL(Vc). 

32-2 Eigenvalues of regular elements 

In the rest of this chapter, we study the eigenvalues of regular elements in G. Ac­
tually, for most of this chapter, we focus on the particular cases of Euclidean re­
flection groups, even Weyl groups. 

As already stated, we assume that V is a finite dimensional vector space over 
a field Jr of characteristic zero and that G C GL(V) is a finite pseudo-reflection 
group. Let ~ be a primitive d-th root of unity belonging to Jr, and let 'P E G be 
an element of order d. As observed in (1-4), every eigenvalue is of the form e 
for some 1 ::; k < d. In the case of regular elements, these exponents can be 
explicitly determined in terms of the "exponents" {ml' ... , mn } of the pseudo­
reflection group. Both exponents and degrees {d 1, ... , dn } of pseudo-reflection 
groups were introduced in §18-1. They are related by the rule dj = mj+ 1 provided 
we consider them in the order d1 ::; ... ::; de and ml ::; ... ::; me. 

Theorem A (Springer) Let'P E G be a regular element of order d with a primitive 
d-th root of unity ~ E F as a regular eigenvalue. If {ml' ... , mn } are the exponents 
of G. Then the eigenvalues of'P are {~-ml, ... ,~-mn}. 

In the case of Coxeter elements, we can obtain even stronger, and more de­
tailed, results than in Theorem A. Let W C O(lE) be an irreducible finite Euclidean 
reflection group. Let 

N = the number of reflecting hyperplanes of W. 

Recall from §29-4 that the Coxeter number 

h = 2N/£ 

gives the order of Coxeter elements in W. (Recall, from Remark 2 in §32-1, that 
the study of regular elements in Euclidean reflection groups involves complexifi­
cation.) In particular, as observed in §32-1, Coxeter elements are regular with a 
primitive h-th root of unity as a regular eigenvalue. 

Theorem B (Coxeter) Let W C O(lE) be an irreducible Euclidean reflection group 
with exponents {m 1, ... , me}. Let w be a Coxeter element of W with the primitive 
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h-th root of unity ~ as a regular eigenvalue for w (over () then w has eigenvalues 
{~ml, ... ,~ml} (over (). 

Observe that, if we assume ml :::; ... :::; mf, then Theorem B implies ml = 1. 
We already have an independent proof of this fact (see § 18-6). However, there are 
also other relations between the exponents that can be deduced from the above 
theorem. In particular, we have a duality relation. 

Corollary A Let W C OOE) be an irreducible Euclidean reflection group with expo­
nents ml :::; ... :::; mt. Then 

mi + mt-i+l = h for each i. 

Since ml = 1, this leads to a new characterization of the Coxeter number in 
terms of invariant theory. 

Corollary B h = mt + 1 = dt. 

The first equality comes from Corollary A, whereas the second is true by def­
inition. If we restrict to Weyl groups, then Theorem B can be used to deduce an 
impressive result about exponents. 

Corollary C Let W C OOE) be an irreducible Weyl group. If 1 :::; m < hand 
(m, h) = 1, then m is an exponent of G. In particular, rank W 2: ¢(h) where ¢ = 
the Euler function. 

The following provides an concrete example of these corollaries. In particular, 
it provides a striking illustration of the power of Corollary C. 

Example: Weyl group W = W(Es) The Weyl group W = W(Es) has exponents 
{I, 7,11,13,17,19,23, 29}. Observe that, by Corollary B, h = 30. Alternatively, 
we can also determine that h = 30 directly from the root system of Es as given 
in §8-7 by using the formula h = 2N / f. Moreover, by Corollary C, h = 30 
then forces textitall the above exponents of W(Es). In addition, Corollary A is 
illustrated by the identities 

h = 1 + 29 = 7 + 23 = 11 + 19 = 13 + 17. 

Coxeter elements can actually be characterized in terms of their eigenvalue 
properties. It can be shown: 

Theorem C Let W C O(IE) be an irreducible Euclidean reflection group with Cox­
eter number h. Then 'P E W is a Coxeter element if and only if'P has an h-th root of 
unity as an eigenvalue (over (). 

We have already justified Corollary B, provided the other results of this sec­
tion can be proved. In §32-3, we shall look at eigenvalues of regular elements in 
pseudo-reflection groups and prove Theorem A. In §32-4, we shall look at eigen­
values of regular elements of Euclidean reflection group and prove Theorems B 
and C, as .well as Corollaries A and C. 
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Remark: We end this section by remarking upon another consequence of The­
orem B. Let W C O(IE) be an irreducible finite Euclidean reflection group with 
Coxeter number h and let w be a Coxeter element ofW. Proposition 18-6 entails 
that, for an irreducible finite Euclidean reflection group W C OOE), not only is 
ml = 1, but also 2 :::; mi < h for i = 2,3, ... , e. So if ~ is a primitive h-th root of 
unity that is a regular eigenvalue of w, then Theorem B implies 

dim V(w, 0 = 1. 

This fact was required in the proof of Theorem 28-6, but was left unverified at that 
time. So the proof of Theorem 28-6 has now been completed and it is legitimate 
to assume that the centralizer of a Coxeter element w consists of the powers of w. 
This structure theorem for centralizers is needed in this chapter. It will be used in 
§32-4 for the proof ofTheorem C. 

32-3 The proof of Theorem 32-1 A 

This section establishes the connection between invariant theory and the eigen­
values of a regular element, as described in Theorem 32-1A. We assume that V 
is a finite dimensional vector space over a field IF of characteristic zero and that 
G C GL(V) is a finite pseudo-reflection group. As usual, let {d l , ... ,dn } and 
{ml' ... , mn } denote the degrees and exponents of the group G C GL(V). Let 
'P be a regular element of order d. As in Property (1-3) of §32-1, pick a regular 
vector x and a primitive d- th root of unity ~ such that 

'P' x = ~x. 

As observed in Property (1-4), 'P is diagonalizable and every eigenvalue is of the 
form e for some 1 :S k < d. Expand tl = x to a basis {tl,"" t n } of V consisting 
of eigenvectors of 'P. Let {el , ••. , e" } be the eigenvalues of'P corresponding to 
{tl,"" tn }, i.e., 

'P' ti = eiti. 

We think of the elements of S* = S(V*) as polynomial functions on V. Let 
{al, ... ,an} be the dual basis in V* of the basis {tl,"" tn} ofV. The Kronecker 
pairing 

plus the relation 

then forces 
c-k 'P . ai =" i ai. 

We can write 

S*=IF[al, ... ,anl degai=1 

R* = S*G = IF[wI, ... ,wnl degwi = di, 
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where each Wi is a polynomial in {aI, ... ,an}. (The identity degwi = di follows 
from the Remark at the end of §17-2.) We can deduce some facts about these 
polynomials. If 1* = det[g~i lnxn is the Jacobian as defined in §21-1, then 

J 

!*(td =I- O. 

For, by §21-3, 1* = >'0*, where>. =I- 0 and 0* = IT as. Moreover, t1 regular 
implies as(t1) =I- 0 for each s. So 0* (td =I- 0 and, thus, 1* (t1) =I- 0 as well. 

So there is a permutation (J' of {I, ... , n} such that 

aWi ( ) -I- C • -a-- t1 r 0 lor 1 ::; I ::; n. 
aa(i) 

Consequently, when we use the standard basis {aE = a~l ... a~n} of S* 
IF[aI, ... ,anl we have, up to a nonzero constant, 

Hence 

If we apply rp, we have 

aWi d-1 h -a-- = aI' + ot er terms. 
aa(i) 

di -1 h Wi = a 1 aa(i) + ot er terms. 

rp' Wi = [~-(di-l)a~i-1][~-k"(i)aa(i)l + other terms. 

The identity rp . Wi = Wi then forces 

~-(di-l)~-k"(i) = 1. 

So 

32-4 Eigenvalues in Euclidean reflection groups 

In this section, we prove the results of §32-2. We shall prove the results about 
eigenvalues of Coxeter elements as stated in Theorems Band C, as well as the 
relations for exponents as given in Corollaries A and C. In all that follows, let W C 
O(lE) be an irreducible Euclidean reflection group with exponents m1 ::; ... ::; mf. 

Let W be a Coxeter element of W. As in §32-2, W has order h = 2N / e. We shall 
pass to the complex numbers and assume that W is acting on V ( = (f. 

Proof of Theorem 32-2B We know that W is a regular element. So, by Theo­
rem A, we can pick an h-th primitive root of unity ~ such that W has eigenvalues 
{~-ml, ... ,~-ml}. Since W is a real transformation, its complex eigenvalues must 
occur in conjugate pairs. It follows that the eigenvalues {~-mi , ... , ~-ml} can be 
arranged so that, for each i, 

mi + mf-i+1 == 0 (mod h). 

Since ~-mi = ~ml-i+l, it follows that {~ml, ... , ~ml} is a rearrangement of 
{~-ml , ... , ~-ml} and Theorem B is proved. 
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Proof of Corollary 32-2A In view of the identity mi + me-i+1 == 0 (mod h) es­
tablished above, it suffices to show that 

mi < h for all i 

because mi + mj 0 (mod h), along with 0 < mi + mj < 2h, then forces 
mi + m j = h. Recall that 

(i) N = !he; 
(ii) ml + ... + me = N. 

For (i), see §29-4. For (ii), see § 18-1. Write 

We want to show mi = ri. By Theorem B, {f;, ... , fl} are the eigenvalues of w. 
Since w is a real transformation, its complex eigenvalues occur in conjugate pairs. 
So {h - rl, ... , h - re} is a rearrangement of {rl' ... , re}. The equality 

h - rl + ... + h - re = rl + ... + re 

forces 

(iii) rl + ... + rc = !he = N. 

A comparison of (ii) and (iii) yields ri = mi for all i. We now have (*) and, hence, 
Corollary A. 

Proof of Corollary 32-2C Let W C GLeCl) be a Weyl group. The distinguishing 
property ofWeyl groups needed to prove Corollary Cis: 

Lemma Let <p E W be an element of order d. Each primitive d-th root of unity 
occurs as an eigenvalue of <p with the same multiplicity. 

It follows from this lemma that a regular element of order d has every primitive 
d-th root of unity as an eigenvalue. Let h be the Coxeter number of W. As in 
Theorem B, let ~ be a primitive h-th root of unity which is a regular eigenvector 
for the Coxeter element w E W. If (m, h) = 1, then ~m is also a primitive h-th 
root of unity. Hence it is an eigenvalue of w. It follows from Theorem B, and the 
fact that 1 ::::; m < h, that m must agree with one of the exponents { m I, ... , me}. 
So we are left with proving the lemma. 

Proof of Lemma We need to recall some facts from linear algebra. Let p (T) E 

l[TJ be the characteristic polynomial of 4;. 

(a) When we pass to ([T], then p(T) splits into linear factors 
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where {>'1, ... , Ak} are the eigenvalues of ¢ and mi is the multiplicity of Ai as 
an eigenvalue of ¢, i.e., 

We observe that each Ai, being an eigenvalue of ¢, is a d- th root of unity. 
(b) Next we work in l[T]. The cyclotomic polynomials if?k(T) E l[T] are defined 

by the recursive formula 

yn - 1 = II if?k(T). 
kin 

They are irreducible in l[T] but decompose over (( as a product 

if?k(T) = II (T - (), 

where {(} are the primitive k-th roots of unity. In particular, if?k is the irreducible 
polynomial over l for the primitive k-th root of unity. 

Since every root of p(T) is an d-th root of unity, it follows that p(T) E l[T] 
is a product of cyclotomic polynomials. When we pass to ((, it follows from (**) 
that the multiplicity of each primitive d-th root of unity, as a root of p(T), is the 
same and is obtained by counting the number of copies of the d-th cyclotomic 
polynomial in the cyclotomic decomposition of p(T). The lemma now follows 
from (4 • 

Proof of Theorem 32-2C Let W C OOE) be an irreducible Euclidean reflection 
group with degrees d1 ::; •.. ::; dt. Let h be the Coxeter number of W. Since 
Corollary 32-2B is now known to hold, we have 

h = de. 

We also know from Proposition 18-6 that d1 = 2 while di ~ 3 for i = 2,3, ... ,f. 
The relation mi + me-i+! = h of Corollary 32-2A then forces 

Pick a Coxeter element w E W. The order of w is h. In view of Remark (1-4) of 
§32-1, we can choose an h-th primitive root of unity ~ that is a regular eigenvalue 
for w. Since all Coxeter elements ofW are conjugate (see §29-2), it follows that ~ 
is an eigenvalue for every Coxeter element of W. Let 

e = the conjugacy class of Coxeter element 

2) = the elements ofW having ~ as an eigenvalue. 

By the above, we have an inclusion 

e c 2). 

We shall prove that e = 2) by a counting argument. Namely, we can show that 
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Since every Coxeter element is conjugate to a fixed one (say w), it follows that 

jej = jW IZ(w)j = jWj/jZ(w)j. 

It was remarked at the end of §32-2 that Theorem 32-2B provided the final step 
needed to complete the proof of Theorem 28-6. So the proof of Theorem 28-6 is 
now complete and we have Z(w) = {Wi}. It follows from identity (*) above that 

jZ(w)j = de. 

In view of the identity jWj = d l ... de from §18-1, we have identity (i). 

(ii) j1>j = dl d2 ••• de-I. 

The Pianzola-Weiss polynomial for the h-th primitive root of unity ~ was de­
fined in Theorem 31-lB. Identities (*) and (**) say that the Pianzola-Weiss poly­
nomial for ~ is 

The coefficient of T counts the number of elements of W having ~ as an 
eigenvalue. Consequently, the number of elements with ~ as an eigenvalue is 
dl d2 ••• de-I. 
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33 Ring of invariants and eigenvalues 
The results in this chapter are due to Springer [1]. The main concern of this chap­
ter is, once again, the study of the eigenspaces of elements in pseudo-reflection 
groups. This section can be regarded as the beginning of the study of conjugacy 
classes in pseudo-reflection groups (as opposed to just the case of Euclidean reflec­
tion groups). We shall be studying the relation between different eigenspaces and, 
in particular, the question of when eigenspaces are related through the action of G. 
As we shall see, the arguments of this chapter fit into the framework of algebraic 
geometry. The key point is that rings of invariants have a natural interpretation, 
in the context of algebraic geometry, as the coordinate ring of orbit spaces. 

33-1 Main results 

Let V be a finite dimensional vector space over the field F and let G C GL(V) be 
a finite group. The eigenspaces V (cp,~) for elements of G were introduced and 
studied in Chapter 31. In this chapter, we demonstrate that these eigenspaces can 
be further analyzed in the context of algebraic geometry. We shall be studying the 
role of eigenspaces of maximal dimension and how they are related to each other 
by the action of G on V. As usual, we shall let 

S = S(V) and S* = S(V*) 

R = SG and R* = S*G. 

We can regard S* , and hence R*, as polynomial functions on V. The following is 
the basic relation between the polynomial functions R* and the action of G on V. 

Theorem A Given x, y E V, then y = cp . x for some cp E G if and only if ')'(x) = 
,),(y)forall')' E R*. 

By using Theorem A, we can deduce a number of results about eigenvalues 
of elements of G. In all that follows, let d ;::: 2 be a fixed integer and let e be a 
fixed primitive d-th root of unity. The following result is an easy consequence of 
TheoremA. 

Theorem B Suppose that ~ E f. Given x E V, then cp . x = ~x for some cp E G if 
and only if')'(x) = 0 for all ')' E R* of degree t=. 0 (mod d). 

By introducing some machinery from algebraic geometry, we can force a num­
ber of further results about eigenspaces. For each cp E G and ~ E f, let V(cp, ~), 
denote the eigenvalue space 

These subspaces were studied in Chapter 31 and restrictions were obtained there 
about their possible dimensions. Let G C GL(V) be a finite nonmodular pseudo­
refledion group. Let {dl , ••• , dl} be the degrees of G. Let 

a(d) = #{di I d divides di}' 
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It follows from Theorem 31-lB that, for a primitive d-th root of unity ~, we have 

max dim Veep, 0 = Q(d) 
'PEG 

(i.e., the polynomial P d( T) determined by that theorem has degree Q(d)). We shall 
now also show: 

Theorem C Let G C GL(V) be a finite non modular pseudo-reflection group. If 
~ E f, then every V (¢, 0 is contained in some V (ep, 0 of dimension Q(d). 

The collection {V(ep,~)} is permuted by G. The action is determined by the 
rule 

Our next theorem asserts that G acts transitively on the eigenspaces of maximal 
dimension. 

Theorem D Let G C GL(V) be a finite nonmodular pseudo-reflection group. Sup­
pose ~ E f. If dim V(eph~) = dim V(ep2, 0 = Q(d), then there exists T E G such 
thatT' V(epl,O = V(ep2'~)' 

The above result is, in a sense, incomplete. We would like to know not only 
when T' V(epl, 0 = V(ep2, 0, i.e., when 

but also when 

In other words, we would like to know about the conjugacy relation between ele­
ments of G. Unfortunately, the above data concerning eigenspaces only provides 
partial information on this topic because T . V (epl, 0 = V (ep2, 0 only tells us that 
TepIT- 1 and ep2 agree on the subspace T' V(epl, 0 = V(ep2, O. However, there is 
one case when a stronger result can be obtained. It will be shown in Chapter 34 
that, in the case of Weyl groups, regular elements of a fixed order d form a single 
conjugacy class. So we can view the present chapter as the beginning of the study 
of conjugacy classes in pseudo-reflection groups. 

Theorems A and B will be proved in §33-3. The other results concerning the 
eigenspaces V (ep, 0 will be proved in §33-4. Before proving these results, however, 
we want to first briefly discuss in §33-2 some basic facts about algebraic geometry. 
For the above results are motivated by, and fit into, the framework of algebraic 
geometry. 

33-2 Algebraic geometry 

This section introduces some fundamental concepts from algebraic geometry. 
References for the elementary notions from algebraic geometry used in this chap­
ter are Hartshorne [1] or Kendig [1]. 
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We shall assume that f is algebraically closed. This is a traditional hypothesis 
for algebraic geometry. An affine variety X C P is the set of zeros of a collection 
of polynomials. More precisely, if V = P, then the collection of polynomials 
generates an ideal I C S* and the variety X = X(I) is defined by the rule 

X = {x E V I 'Y(x) = 0 for all l' E I}. 

So an algebraic variety is the set of zeros of an ideal I C S* and is denoted ac­
cordingly. An affine variety X is irreducible if X = Xl U X2, where Xl and X2 are 
varieties implies that X = Xl or X = X2• The variety X = X(I) is irreducible if 
and only if the ideal I is prime. Notably, the linear subspaces of V are determined 
by linear equations and, so, are irreducible affine varieties. Every affine variety can 
be broken up, uniquely, into irreducible components. As an example, the variety 
X C lF2 given by 

X={(x,y)lxy=O} 

decomposes into the two irreducible linear subspaces X = Xl U X2, where 

Xl = {(x,y) I x = O} and X2 = {(x,y) I y = O}. 

The coordinate ring of X = X(I) is defined to be the quotient ring S* I I. In partic­
ular, V itself is the affine algebraic variety with coordinate ring S*. The dimension 
of a variety is the maximal number of algebraically independent functions in its 
coordinate ring. In the case of a linear subspace of V, its dimension, as a vector 
space, agrees with its dimension as a variety. 

Lastly, a variety has a canonical topology, called the Zariski topology, which is 
defined on X by letting the subvarieties of X be its closed sets. The open sets of X 
have the property that each is dense in X. The intersection of any two nontrivial 
open sets is again nontrivial. So this is a very weak topology. 

Remark: Theorem 33-1A asserts that the ring of invariants R* = S*G is the 
coordinate ring of a suitable variety. Namely, we can give the orbit space V I G 
an affine algebraic variety structure such that R* is the coordinate ring of V I G. 
We shall not be explicitly using this fact. However, the approach of this chapter is 
certainly motivated by it. In this chapter, we are basically using R* to analyze G 
orbits in V. 

33-3 The ring of invariants as a coordinate ring 

In this section, we prove Theorems A and B of §33-1. We continue to use the 
notation, and conventions, of §33-1. In particular, we continue to regard S*, and 
hence R*, as polynomial functions on V. We also remark upon another fact. The 
action of G on S* and on V are related by the rule 

cp . 'Y(x) = 'Y(cp-l . x). 

Before proving Theorems A and B, we first establish: 

Proposition Let p and q be prime ideals of S*. If P n R* = q n R*, then p C cp • q 
for some cp E G. 
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The proposition will follow from the next two lemmas. 

Lemma A Let p and q be prime ideals of S*. If P n R* = q n R*, then 

pc U 'P. q. 
rpEG 

Proof Pick X E p. Then 

[II 'P. x] E p n R* = q n R* c q. 
rpEG 
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Since q is a prime ideal, it follows that 'P. x E q for some 'P E G. Hence x E 'P -I . q • 

• 
Lemma B Let ql, ... ,qn be prime ideals of S*. Given an ideal a C S*, where 
a C U~=I qi, then a C qi for some i. 

Proof We shall prove the contrapositive version of this lemma. Namely, we shall 
prove that 

a 1= qi for all i implies that a 1= U qi· 

rpEG 

We proceed by induction on n. The initial case n = 1 is trivial. Consider the 
general case n. The n - 1 case tells us that 

a 1= U qi for each 1 :S k :S n. 
i# 

Hence, for each 1 :S k :S n, we can find Xk E a such that 

Xk ~ qi for i =I k. 

If, for any k, Xk ~ % then Xk ~ n~=1 qi, and we are done. So suppose as well that 

Let 

Xk E qk for all k. 

n 

y = LXIX2·· ·Xi·· ·Xn· 

i=1 

We have yEa. On the other hand, y ~ qi for any i because assumption (**) tells 
us that all the summands of y except XI X2 ... Xi ... Xn belong to qi. Thus Y E qi 

forces XI X2 ... Xi .•• Xn E qi. Since qi is prime, this forces Xk E qi for some i =I- k, 
which contradicts (*). • 

Combining Lemma A and Lemma B, we have the above proposition. We now 
turn to the proofs of Theorems A and B. 
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Proof of Theorem 33-1A First of all, assume y = cp . x. Then, for any "I E R*, 

Conversely, assume "I (x ) = "I(Y) for all "I E R*. For each a E V, we can define the 
evaluation map 

Then ker ea is a maximal ideal of 5*. It is generated by the hyperplane Ha C V*, 
where 

Ha = bE V* I "I(a) = a}. 

For any cp E G, cp . a = b if and only if cp . Ha = Hb. Thus cp . a = b if and only if 
cp . (Ker ea) = Ker eb. So Ker ea determines a E V uniquely. 

Our assumption about x and y can be formulated as R* n Ker ex = R* n Ker ey• 

It follows from the previous proposition that Ker ey C cp . (Ker ex) = Ker e<p.x for 
some cp E G. Since the ideals are maximal, we have Ker ey = Ker e<p.x. Conse­
quently, y = cp . x. 

Proof of Theorem 33-1B First of all, suppose cp' x = ~x. Given a E R* of degree 
k, then 

"I(x) = cp-1"l(x) = "I(cp . x) = "I(~x) = e"l(x). 

If k i=- 0 (mod d), then e i=- 1 and "I(x) = o. 
Conversely, suppose "I(x) = 0 for all "I E R* of degree:=j. 0 (mod d). The 

equation "I(~x) = ~k"l(x) for "I of degree k then tells us that "I(~x) = "I(x) for all 
"I E R*. By Theorem A, ~x = cp . x for some cp E G. • 

33-4 Eigenspaces 

In this section, we are concerned with Theorems C and D of §33-1. We continue 
to use the notation and conventions of §33-1. In particular, d :2: 2 will be a fixed 
integer and ~ will be a fixed primitive d-th root of unity. Since G C GL(V) is a 
finite nonmodular pseudo-reflection group, we can write 

(see §18-l). Let dj = degwj. Then Theorem 33-lB can be reformulated as stating 
that cp' x = ~x for some cp E G if and only if Wj(x) = 0 whenever dj i=- 0 (mod d). 
For each i, let Hj C V be the hypersurface 

Hj = {x E V I Wj(x) = o} 

and let 
H(d) = n H j • 

d;;EO (mod d) 
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Then Theorem B can be further restated as asserting that H(d) gives all the eigen­
vectors associated with the eigenvector ~ for any cp E G. In other words, if, for 
each cp E G, we let 

V(ep,O = {x E V I ep. x = ~x}, 
then Theorem B is equivalent to the following. 

Proposition Suppose that ~ ElF. Then H(d) = U<pEG Veep, ~). 

In particular, this proposition gives a decomposition of the algebraic variety 
H(d) into irreducible components. We now set about proving Theorems C and D. 

Proof of Theorem 33-1 C First of all, 

n 

For, if x E n~=1 Hi, then Wi (x) = 0 for each i and, so, 'Y(x) = 0 for all 'Y E R*. By 
Theorem 33-1A, x = ep . 0 for some ep E G. So x = o. 

It follows that the hypersurfaces {HI, ... , Hn} intersect properly, i.e., given ir­
reducible components Gk C Hb then Gil n ... n Gi, has dimension n - r for any 
{i I, •.. , iT}. In particular, the dimension of 

H(d) = 
dj~O (mod d) 

at every point is Q(d). Using the above proposition, write 

H(d) = U Veep, o· 
<pEG 

Suppose that veep, 0 is maximal (i.e., not contained in any V(¢,~) of higher di­
mension). As observed in §32-2, it is an irreducible component of H(d). Conse­
quently, 

dim Veep, 0 = Q(d). 

Proof of Theorem 33-1D SupposethatdimV(epl'~) = dimV(ep2'~) = Q(d). 
We want to show that there exists T E G such that 

Arrange the {Wi} so that 

{W[, ... , wa } have degrees = 0 (mod d), 

while 
{Wa+l, ... , wn} have degrees i= 0 (mod d). 

Before proving the theorem, we first prove: 

Lemma [fdim V(ep,~) = Q(d) then {WI, ... ,wa } restricted to V(cp,O are alge­
braically independent. 



340 IX. Eigenvalues 

Proof By the definition of H(d), WlHl = ... = Wn = 0 on H(d) and, hence, on 
V (<p, 0. So the map of algebraic varieties 

F: V(<p, ° -+ IF" 

F(x) = (WI (x), ... ,w,,(x)) 

has fibre F- 1(0) = n~=1 Hi = {O}. On the other hand, given a morphism 

G: U -+ W 

of algebraic varieties then, for any x E G(U) c W, 

dim G- 1 (x) ;::: dim U - dim G(U). 

In the case of F, we have 0 ;::: a - dimF(V( <p,~)). So dim F(V( <p,~)) ;::: a. • 
We now turn to the proof of Theorem D. Suppose 

dim V(<Pll~) = dim V(<Pz,~) = a(d). 

Let 

U1 = V(<Pl,O - [U V(¢,O] 
¢"i'Pl 

Uz = V(<Pz,O - [U V(¢,~)]. 
¢"i'P2 

Then U1 c V(<Pll ° and Uz c V(<Pz,~) are Zariski open (dense) sets. Let 

F1: V(<Pl,O -+ IF" 

Fz: V(<Pz,~) -+ IF" 

be defined, as in the proof of the above lemma, by the tuple (WI, ... , w,,). These 
are open maps (i.e., open sets are mapped to open sets). So the lemma shows that 
Fl (U1) andF2(U2 ) are nonempty Zariski open subsets of the affine space IF". Thus 
they have a nontrivial intersection and we can find 

x E U1 c V(<p),~) and Y E Uz C V(<P2, ° 
such that 

By the definition of H(d), 

W,,+1 = ... = Wn = 0 on V(<Pll~) and on V(<P2,O. 

It follows that 
Wi(X) = Wi(Y) for 1 ::; i ::; n. 

By Theorem 33-1A, Y = T . x for some T E G. So 

yET' V(<Pll~) = V(T<P1T-l,~). 

However, recall that y E U2 c V(<pz, ~). So 

y ~ V(¢,~) if¢ =I <Pz. 

Comparing these two facts, we conclude that T' V(<Pl, 0= V(<Pz, ~). 
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34 Properties of regular elements 

In this chapter we continue to use invariant theory and algebraic geometry to 
analyze the regular elements of pseudo-reflection groups. We shall apply the ma­
chinery from Chapter 33 to study regular elements of pseudo-reflection groups. It 
has been demonstrated in §29-5 that, in the case of Euclidean reflection groups, 
Coxeter elements are regular. The properties studied in this section have already 
been established for Coxeter elements. We shall be asking in this chapter to what 
extent certain properties generalize from Coxeter elements to regular elements in 
arbitrary pseudo-reflection groups. The results of this chapter are taken from 
Springer [2]. 

34-1 Properties of regular elements 

Let V be a finite dimensional vector space over a field IF of characteristic zero. Let 
G C GL(V) be a finite pseudo-reflection group. Regular elements of pseudo­
reflection groups were defined and studied in Chapter 32. In this chapter, we use 
the machinery of Chapter 33 to continue our study of regular elements. Since 
regular elements can be viewed as generalizations of Coxeter elements, it might 
be hoped that some of the properties established in previous chapters for Coxeter 
elements would extend to all regular elements. 

The very first property established for Coxeter elements was that they form 
a single conjugacy class in their Euclidean reflection group. Does this property 
extend to all regular elements? Is it possible that, for any pseudo-reflection group, 
the regular elements of a fixed order form a single conjugacy class? There is one 
case for which the answer is positive, namely for Weyl groups. 

Theorem A (Springer) Let W be a Weyl group. Then the regular elements of any 
fixed order d form a single conjugacy class. 

We can show that, given a finite pseudo-reflection group G C GL(V) and a 
regular element zp E G of order d, then every regular element of order d in G is 
conjugate to zpk for some k 2: 1 where k is prime to d. So the content of Theo­
rem A amounts to asserting that all the powers of a regular element lie in the same 
conjugacy class. 

Unfortunately, this type of result only holds for Weyl groups. As the next ex­
ample shows, Theorem A does not even extend to Euclidean reflection groups. 
Recall, from §1-3 and §1-4, that every dihedral group acts on the plane as an Eu­
clidean reflection group but that only Dz = 1/21, D3 = Z=3, D4 = 1/21 x 1/21 
and D6 = W( Gz) are Weyl groups (see §9 and §1O). 

Example 1: Dihedral Group Ds Consider the dihedral group Ds acting on the 
Euclidean plane in the manner described in § 1-5. This action realizes Ds as a two­
dimensional Euclidean reflection group. Let w be a Coxeter element of Ds. Then w 
is a rotation of order 5. Hence if we work over the complex numbers, there exists 
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a primitive fifth root of unity ~ such that 

Both wand w2 are regular and of order five. However, they have different eigen­
values (e =I ~ or ~-l) and, so, cannot be conjugate. 

We shall also prove another interesting general fact about centralizers of regu­
lar elements. We shall show that such centralizers act on certain eigenspaces as a 
pseudo-reflection group. Again, this generalizes a fact already proved (in Chap­
ter 29) for Coxeter elements. 

Given ip E G and ~ E f, consider the eigenvalue space 

V(ip,O = {x E V I ip·X= ~x}. 

The centralizer Z(ip) C G of ip leaves V(ip,~) invariant. For, given T E Z(ip) and 
x E V(ip, 0, then 

ip. (T· x) = (ipT) . X = (Tip) . X = ~T· x. 

The following theorem deals with the action of Z(ip) on V(ip, O. 
Theorem B (Springer) Suppose that f is algebraically closed. Let ip E G c GL(V) 
be a regular element of order d with ~, a primitive d-th root of unity, as a regular 
eigenvalue. Then 

(iJ Z( ip) acts on V(ip,~) as a pseudo-reflection group; 
(iiJ The degrees 0fZ(ip) are the degrees ofG which are divisible by d. 

If {dl , ••• , de} are the degrees of G, then it follows from part (ii) of the theorem 
that: 

Corollary Let ip E G c GL(V) be a regular element of order d. Then 

IZ(ip)1 = IT di • 

d;=O (mod d) 

Theorem B has been verified (implicitly) for Coxeter elements. We need only 
assemble a number of results from previous chapters. If W C O(lE) is an irre­
ducible Euclidean reflection group with degrees d l :s; ... :s; de, then, by Corol­
lary 32-2B, the Coxeter elements of Ware of order de. It was also demonstrated 
in §29-6 that the centralizer of the Coxeter element w is the cyclic group {wk }. 

In particular, we know that IZ(w)1 = de. On the other hand, by the comments 
following Theorem 32-2B, we know that if ~ is a regular eigenvalue for w then 
dim V(w, 0 = 1. The action of the group {w k } on V(w, 0 is that of a pseudo­
reflection group. 

We shall further illustrate Theorem B by applying it to two cases of Euclidean 
reflection groups, producing interesting reflection subgroups. Again, let W C 
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O(1E) be an irreducible Euclidean reflection group with degrees d1 ::; ••• ::; db and 
let w be a Coxeter element in W (of order dt). Since any power of a regular element 
is also regular, it follows that W has a regular element of order d for every divisor 
d of dt. If we complexify W (so as to guarantee the existence of the appropriate 
roots of unity) and apply Theorem B, then we can obtain subgroups of W that are 
complex pseudo-reflection groups. We shall give two examples, one rather simple 
and one fairly complicated. 

Example 2: Dihedral Groups The dihedral group W = Dm = Z/mZ ~ Z/2Z, 
acting on the plane V = R2 as in §1-3, is a two-dimensional Euclidean reflection 
group with degrees {2, m}. The Coxeter element w E Z/mZ is a rotation of order 
m generating Z/ mZ. If we work over the complex numbers, then we can write 

where ~ is a primitive m-th root of unity. The centralizer Z(w) = Z/ mZ acts on the 
one-dimensional eigenspace V(w,~) as the most simple type of pseudo-reflection 
group. More generally, every power wk is regular and its centralizer is 

Z(wk) = Dm if order wk = 2 

Z(wk) = Z/ mZ if order wk i- 2. 

Again, these centralizers act on V(w, ~), or on V as pseudo-reflection groups. 

Example 3: Weyl Group W = W(Es) The reflection group W = W(Es) has de­
grees {2, 8,12,14,18,20,24, 30}. So, by the discussion in Example 2, the Coxeter 
elements of Ware of order 30 and the powers of Coxeter elements give regular el­
ements of order 2,3,5,6, 10, IS, and 30. By applying Theorem B, the centralizers 
of these elements have degrees as follows. 

I d degrees 
2 2,8,12,14,18,20,24,30 
3 or 6 12,18,24,30 
5 or 10 20,30 
15 or 30 30 

Observe that most of these complex pseudo-reflection groups do not arise from 
Euclidean ones, because a Euclidean reflection group with degrees d1 ::; ••• ::; dt 
must have d1 = 2 as was shown in § 18-6. 

Theorem A will be proved in §34-3, whereas Theorem B will be proved in 
§34-4. 

34-2 Conjugacy classes of regular elements 

In this section, preliminary to proving Theorems A and B from §34-1, we establish 
two propositions. In particular, the second of these will provide a necessary and 
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sufficient condition for two regular elements of the same order to be conjugate. 
Theorem A will then be proved in §34-3 by demonstrating that this condition is 
satisfied in the case ofWeyl groups. 

The propositions to be proved are extensions of results obtained in Chapter 33 
and hold in the context of arbitrary pseudo-reflection groups. We shall only spe­
cialize to the case of Weyl groups when we reach the proof of Theorem A in the 
next section. So assume that V is a finite dimensional vector space over a field f 
where char f = 0 and G c GL(V) is a finite pseudo-reflection group with degrees 
{dh ... , dt }. Let <p E G be a fixed regular element of order d. It follows from 
Property (1-3) in §32-1 that we can choose a regular vector x E V and a primitive 
d-th root of unity ~ E f such that 

<p. x = ~x. 

Fix choices for x and ~. The eigenspaces {V (¢, ~)} t/>EG were studied in Chapter 32. 
Let 

o:(d) = #{di I d divides di }. 

It was shown in Theorem 33-IC that 

maxV(¢,O = o:(d) 
t/>EG 

and, in particular, that every maximal V(¢,~) is of dimension o:(d). We shall 
prove: 

Proposition A V(<p, e) is maximal, i.e., dim V(cp, e) = o:(d). 

Proof WeknowfromTheorem33-1CthatV(cp,';) C V(¢,';) wheredimV(¢,0 
= o:(d) is maximal. Since 

<p . x = cp . x = ~x, 

we have (cpcp-l)·X = x. Since x is regular, <pcp-l = 1 (see Property (1-2) of§32-l). 
Thus V(<p, 0 = V(¢, ~). • 

We can extend Proposition A to obtain a necessary and sufficient condition for 
an element in G to be conjugate to <po Given ¢ E G, we can show: 

Proposition B ¢ is conjugate to <p if and only if dim V (¢,~) = o:(d). 

This proposition is an easy consequence of the next two lemmas. We know, 
from Theorem 33-ID, that G permutes the maximal V (¢, ~). So in view of Pro po­
sition A, we have: 

LemmaA IfdimV(cp,~) = o:(d), thenV(cp,.;) = T· V(<p,';)forsomeT E G. 

The next lemma enables us to translate the relation V(¢,~) = T· V(<p,~) into 
a conjugacy relation between <p and ¢. Observe that the regularity hypothesis for 
x and <p is used in the proof. 

LemmaB V(¢,~) = T· V(<p,~) ifand only ifT<pT-1 = ¢. 
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Proof First of all, assume that TrpT- 1 = c/J. Then 

T· V(rp,O c V(c/J,O 

because if rp. y = ~y then c/J. (T· Y) = T· (rp. Y) = ~(T· y). However, the relation 
TrpT- 1 = c/J also implies that 

dim V(rp, 0 = dim V(c/J, ~). 

So the above inclusion must be an equality. 
Secondly, assume V(c/J, 0 = T . V(rp, ~). In other words, 

V(c/J,O = V(TrpT-1,O· 

Thus (TrpT- 1 ) . X = c/J . x. Since x is regular, it follows that TrpT- 1 = c/J. • 

Proof of Proposition B One implication is a trivial consequence of Proposi­
tion A. Conversely, suppose dim V(c/J, 0 = a(d). Then, by Lemmas A and B, 
c/J is conjugate to rp. • 

Observe that the counterexample discussed in §34-1 demonstrates that regular 
elements of the same order in a pseudo-reflection group need not be conjugate. 
In particular, observe how the elements presented in that counterexample fail to 
satisfy the conjugacy criterion given in Proposition B. 

34-3 Conjugacy classes of regular elements in Weyl groups 

We now restrict to Weyl groups and prove Theorem 34-1A. We shall use the con­
jugacy criterion developed in §34-2 to demonstrate that regular elements of any 
fixed order d in a Weyl group form a single conjugacy class. As explained in §32-1, 
in order to determine regular elements in a Weyl group, we have to work over the 
complex numbers. We assume that we are dealing with a group 

W C GLc(l) c GLf(CC), 

where W C GLc(rC) is a finite pseudo-reflection group. Let rp E W be a regular 
element of order d, with ~ E cc: a regular eigenvalue for rp. Let c/J E W be any 
other regular element of order d. We want to show that rp and c/J are conjugate. By 
Proposition 34-2B, we need to show 

dim V(c/J, 0 = a(d). 

It follows from the same type of reasoning used to establish Proposition 34-2A 
that there is a primitive d-th root of unity ~ such that 

dim V(c/J,~) = a(d). 

However, there is no guarantee that ~ = ~. But it was shown in Lemma 32-4 
that, since c/J belongs to a Weyl group, each primitive d-th root of unity occurs 
as an eigenvalue of c/J with the same multiplicity. In particular, dim V(c/J, 0 = 

dim V(c/J, ~). So dim V(c/J, 0 = a(d) as desired. 
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34-4 Centralizers of regular elements 

Let V be a finite dimensional vector space over an algebraically closed field of char­
acteristic zero. Let G C GL(V) be a finite pseudo-reflection group. The algebraically 
closed hypothesis is imposed in order to ensure that Bezout's theorem can be ap­
plied. In this section, we prove Theorem 34-1 B. 

Let <p E G be a regular element. Pick a primitive d-th root of unity, ~, which is 
an eigenvalue for <p. Consider the eigenvalue space 

V(<p,~) = {XE V I <p·x=e·x}. 

It was observed in §34-1 that the centralizer Z(<p) C G maps V(<p,e) to itself. 
A stronger result actually follows from Lemma 32-2B. Namely, the property of 
mapping V (<p, e) to itself characterizes Z( <p). In other words: 

LemmaA Z(<p) = {¢ E G I ¢. V(<p,~) = V(<p,O}. 

This characterization will be used below. 
If we consider S* and S(V(<p, 0*) as polynomial functions on V and V(<p, 0, 

respectively, then there are canonical restriction maps 

S* -> S(V(<p, e)*) 

R* = S*G -> S(V(<p, O*)Z('P). 

As in §33-4, write 
R* = IF[w\, ... ,wnl 

and arrange the {Wi} so that 

{Wi> ... ,wa} have degree == 0 (mod d) 

{wa+i> ... ,wn} have degree ¢. 0 (mod d). 

We want to prove: 

Proposition S(V(<p, O*)Z('P) = IF[Wl, ... , wal. 
By the results of § 18-1, this proposition implies Theorem A. The proposition 

will follow from the next two lemmas. As in §33-4, consider the variety. 

H(d) = n Hi, where Hi = {x E V I Wi(X) = a}. 
di~O (mod d) 

It can be decomposed 

H(d) = U V(¢,O, 
<pEG 

where the eigenspaces {V(¢,~)} are its irreducible components. By Proposi­
tion 34-2A, the eigenspace V(<p, 0 C H(d) is a maximal irreducible component 
of dimension a = a(d). By the definition of H(d), 

Wa+l = ... = Wn = 0 
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on H(d) and, hence, on V(!p, O. On the other hand, Lemma 33-4 tells us that 
{WI, ... , w,,} are algebraically independent on V(!p, O. Hence we have an inclu­
sion 

(a) 

Moreover, 

(b) S(V(!p, O*)Z('/') is a finite IF[WI' ... ,w"l module. 

Regarding (b), observe, first of all, that, by § 16-3, 5* is a finite IF[WI, ... ,wnl 
module. Since 5* ---> 5 (V (!p, 0 *) is surjective and since {wn+ I, ... , wn} map to 

zero under this map, it follows that IF[WI, ... , wnl C S(V(!p, ~)*) is also finite. So 
h [ ( )Z(,/,) 

the same result also oldsforlF wI, ... ,wnl C 5 V(!p,~) . 
It now follows from Theorem 18-4B that: 

LemmaB 

(i) IZ(!p) I divides ITd;=O (mod d) di; 

(ii) S(V(!p, ~)* )Z(,/,) = IF[Wj, ... ,w"l if and only ifIZ(!p) I = ITd;=O (mod d) di. 

In the rest of this section we shall prove: 

Lemma C IZ(!p)1 = ITd,=O (modd) di . 

We pass from V to the projective space P(V). This enables us to use Be­
zout's theorem. The hypersurfaces Hi C V determine hypersurfaces Hi C P(V). 
Since the hypersurfaces {Hi} intersect properly in V (see the proof of Proposi­
tion 33-1C), the hypersurfaces {Hi} intersect properly in P(V). So we have well 
defined intersection multiplicities, and Bezout's theorem applies. 

Bezout's Theorem Given projective hypersurfaces that intersect properly, then the 
number of irreducible components of the intersection (counted with their multiplici­
ties) equals the product of the degrees of the hypersurfaces. 

We shall work with the image 

H(d) = n 
d;;;f:O (mod d) 

in P(V) of H(d) = nd;;;f:O (mod d) Hi. By Theorem 33-10, G acts transitively on the 
maximal irreducible components of 

H(d) = U V(!p, O· 
'PEG 

So, by the characterization of Z(!p) discussed at the beginning of this section, it 
follows that 

IGI/IZ(!p)1 = the number of components of H(d). 
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The transitivity of the action of G also ensures that all the components have the 
same multiplicity m. So Bezout's theorem tells us that 

IT di = mIGI/IZ(<p)I· 
d;to (mod d) 

However, we also know that 

IGI = IT di• 
i 

Combining these identities, we have 

IZ(<p)1 = m IT di• 

d;=O (mod d) 

On the other hand, by part (i) of Lemma B, we have 

IT di . 

It now follows that m = 1 and IZ( <p) I = TId;=O (mod d) di• • 
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A Rings and modules 
In this appendix, we outline some basic algebra used in the book for the treatment 
of invariant theory. The main object of study in invariant theory is the graded 
invariant ring S(V)G as defined in Chapter 16. So, in particular, we need to em­
phasize graded analogues of classical results. 

(a) Graded Rings and Algebras A graded ring R is a ring with a decomposition 
R = ffijEzRj c9mpatible with addition and multiplication, i.e., each Ri is an 
abelian group under addition, a + b, while multiplication, ab, consists of maps 

satisfying the distributive laws 

(a+b)c= ac+bc 

a(b + c) = ab + ac 

for all a, b, c E R. The ring R is said to be associative if a(bc) = (ab)c for all 
a, b, c E R and commutative if ab = ba for all a, b E R. The ring R has an identity 
if there exists 1 E Ro such that la = al = a for all a E R. 

The elements of Ri are said to be homogeneous elements of degree i. The com­
patibility of the multiplication with the grading can be restated as asserting that 
degx = i and degy = j forces degxy = i + j. We remark that a direct sum 
ffijEz Rj consists of all finite sums {ah + ... + aik I aj, E Rj,}. 

Example: In this book, the canonical example of a graded ring is the polynomial 
algebra A = f[tl,"" til. For this ring, "homogeneous" and "degree" translate 
into the usual concepts for polynomials. For example, deg ti = 1. 

Given a graded commutative ring R = ffijEzRj, a (two-sided) graded ideal 
I C R is an ideal admitting a decomposition I = ffij:o Ij, where Ij = In Rj. A 
graded ideal is generated by homogeneous elements. Given a graded (two-sided) 
ideal I C R, then the quotient algebra RI I inherits a grading from R. 

f will always denote a field. A graded f algebra is a graded associative ring 
A = ffiiEZAi, where each Ai is an f vector space and the multiplication maps 
Ai x A j -+ Ai+ j are bilinear. We shall only be concerned with a specialized case of 
graded f algebras. A graded f algebra is connected if Ai = 0 for i < 0 and Ao = f. 
So we can write A = ffi::oAi. The polynomial algebra A = f[th"" til is again 
the prime illustration of such an algebra. Given a connected IF algebra A, we have 
the maximal ideal 

where AI A+ = f. The identity Ao = f assures that the f vector space structure on 
each Ai is given by the map f x Ai = Ao x Aj -+ Ai. 
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(b) Modules Modules are generalizations of vector spaces. Let R be a commu­
tative ring with identity 1. A (left) R module is an abelian group M with a map 
R x M ---> M satisfying 

a· (b· x) = (ab) . x 

(a + b) . x = a· x + b· x 

a· (x + y) = a· x + b· y 

l·x = x 

for all a, b E R and x, y E M. 

Examples: 

(i) If R = IF, then the R modules consist ofiF vector spaces. 
(ii) If R = l, then the R modules consist of abelian groups. 
(iii) R is a module over itself and every ideal Ie R is a R module. 
(iv) Given a subring ReS, then S is a module over R. 

For R modules, there is a concept of a submodule N C M and of a direct sum 
M EEl N. In particular, when R is considered a module over itself, then its submod­
ules are the ideals of R. R modules M are free if they have a basis, i.e., elements 
{Xi} that span M and that are linearly independent (using coefficients in R); in 
other words, we can write M = EBi Rxi. In particular, vector spaces are free IF 
modules. The R module M is projective if it is a direct summand of a free module; 
in other words, there exists a module M' such that M EEl M' is free. Equivalently, 
M is projective if, for every surjection f: N ---> M of R modules, there exists a 
map g: M ---> N of R modules such that gf = 1M. Projective modules include 
free modules, but typically form a much more general class of modules. We shall 
see, in the proposition below, one special case wherein the two concepts agree. 

A R module M is finitely generated if there is a finite set {Xl, ... , xn } such that 
every element of M is a linear combination of {Xl, ... ,xn } (with coefficients in R). 
The R module M is Noetherian if every submodule is finitely generated. In partic­
ular, the ring R is Noetherian if every ideal is finitely generated. If the R module is 
Noetherian, then every submodule and quotient module is also Noetherian. It is a 
result of Hilbert that every polynomial algebra IF[xl, ... , xnl is Noetherian. More 
generally, every finitely generated graded IF algebra is Noetherian. 

(c) GradedModules Given a graded ringR = EBjEzRj, then a graded R module 
is a graded abelian group M = EB jEZ Mj, which is an R module and the action 
R x M ---> M consists of maps 

satisfying the same properties given in (b). In the case of a connected graded IF 
algebra A, such graded modules have the property that each M j is also an IF vector 
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space (use the maps lFxMj = Ao xMj --t Mj). A module homomorphism f: M --t 

N of graded R modules is an R linear map that preserves degrees, i.e., f(Mi) C Ni 
for all i. In the case of connected graded IF algebras, each map f: Mi --t Ni is a 
map oflF vector spaces. 

The following result plays an important part in §16-4, where the Cohen­
Macauley property for rings of invariants is studied. 

Proposition Let A be a graded connected commutative IF algebra. Let M be a finitely 
generated graded A module. Then M is projective if and only if M is free. 

The rest of Appendix A is devoted to the proof of this proposition. We only 
have to prove the implication that a finitely generated projective A module is free. 
To do so, we need some additional machinery. For a graded module M over a 
graded connected IF algebra A, we can define the module of indecomposables 

Observe that Q(M) is a graded AI A+ = IF vector space. Given M, and hence 
Q(M), we can define the free A module 

A0pQ(M) = {L:ai0mi I ai EA,mi E Q(M)}, 

where theA module structure ofA0pQ(M) is given by I: a(ai 0mi) = I:(aai) 0 
mi. If we choose a homogeneous IF basis of Q(M) and homogeneous representa­
tives for this basis in M, then these choices determine an embedding Q(M) C M 
and an A module map 

€: A 0p Q(M) --t M. 

We shall prove the proposition by showing that, if M is finitely generated and 
projective, then € is an isomorphism. Hence M is free. 

A graded module M = EBiEZ Mi is bounded from below if there exists an integer 
q such that Mi = 0 for i ::; q. In particular, every finitely generated A module is 
bounded from below. 

We need the following result for the proof of the proposition. 

Lemma A Let A be a graded connected F algebra and let M be a graded A module 
bounded from below. Then M = 0 if and only if Q(M) = o. 

Proof We need only deal with the implication that Q(M) = 0 forces M = o. We 
proceed by induction on the degree. Suppose that 

Mi = 0 for i < k. 

We want to show that Mk = O. Now Q(M) = 0 gives the identity M = A+M. So 
each x E Mk can be written x = I:i>! aiXi, where ai E Ai and Xi E Mk-i. The 
induction hypothesis implies that each Xi = o. • 
Lemma B Let A be a graded connected IF algebra and let M be a finitely generated 
projective graded A module. Then €: A 0F Q(M) --t M is an isomorphism. 
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Proof The map is clearly surjective. Let K = Kerf. We need to show K = O. 
Since M is projective, there exists g: M ---t A ®p Q(M) such that fg = 1M. Hence 
there exists a decomposition 

A ®p Q(M) = K ffi M 

of A modules. This decomposition implies that: 

(i) K is a finitely generated A module; 
(ii) Q(K) = o. 

Regarding (i), since M is finitely generated, it follows that Q(M) is a finite di­
mensional IF vector space and, hence, that A ®p Q(M) is a finitely generated A 
module. As observed above A ®p Q(M) must be Noetherian. Thus, K is a finitely 
generated A module as well. Regarding (ii), sinceA®pQ(M) and M have the same 
module of indecomposables, it follows from (*) that Q(K) = O. 

It follows from (i) and (ii), along with Lemma A, that K = O. • 
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B Group actions and representation theory 
In all that follows, G will be a finite group. We have the concept of a G action on a 
set S, namely a map 

G x S -+ S, 

where each induced map 'P: S -+ S is a permutation of S satisfying 

e'x=x 

'P' ('P" x) = ('P'P')' x, 

for all xES and 'P, 'P' E G. Here e is the identity element of G. Equivalently, we 
have a group homomorphism 

p: G -+ Perm(S), 

where Perm(S) is the permutation group of S. Given a group action G x S -+ S, 
the G orbit for xES is the collection 

C) = {'P . x I 'P E G}. 

G orbits provide a decomposition of S into disjoint sets. 
We can also consider G actions on vector spaces. Let f be a field and V a finite 

dimensional vector space over f. A G action 

GxV-+V 

on V is defined as above, with the added requirement being imposed that each 
induced map 'P: V -+ V is a linear isomorphism. A vector space admitting such a 
group action of G is also called a G module. We can reformulate the group action 
on V as a group homomorphism 

p: G -+ GL(V), 

where GL(V) is the general linear group ofV. With this formulation, we speak of 
p as being a representation of Gover f. 

Examples: The trivial representation of G is the one-dimensional representation 
V = f, where g . x = x for all x E V and for all g E G. The regular representation 
of G is the vector space with basis {eg} gEG and the action of G being determined 
by the rule 

'P' eg = e'f'.g. 

A group G is said to act trivially on V if g = 1 for all g E G. 
G representations and G actions on sets playa significant role in this book. 

Pseudo-reflection groups G c GL(V) are special types of representations. This 
fact enables us, at times, to impose the framework of representation theory on 
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such groups to better understand what is happening. G actions on sets are also im­
portant in the analysis of reflection groups. Notably, Euclidean reflection groups 
permute their "roots" and this action plays an important role in understanding 
the structure of these reflection groups. 

Two representations p: G --+ GL(V) and p': G --+ GL(V') are isomorphic if 
there is a linear isomorphism f: V --+ V' so that the following diagram com-
mutes. 

G ~ GL(V) 

~ lfHr1 

GL(V') 

We do not distinguish between isomorphic representations. 
We can reformulate the above in terms of G modules. Given G modules V, V', 

a G-equivariant map f: V --+ V' is a IF linear map such that, for all cp E G, the 
following diagram commutes 

V~V' 

V~V' 

We say that two G modules V and V' are isomorphic if there exists a G-equivariant 

linear isomorphism f: V ~ V'. G modules classified up to isomorphism are 
the same as representations classified up to isomorphism. 

(I) Reducible and Completely Reducible Given a G module V, a subspace V' C 
V is stable under G if each t.p E G maps V' to itself. (Such a subspace is also 
commonly described as being invariant under G. To avoid confusion, we limit the 
use of that term to the case where elements are pointwise fixed under the action of 
G.) A representation p: G --+ GL(V) is irreducible if V =I- 0 and the only G-stable 
subspaces of V are 0 and V. Otherwise, a representation is said to be reducible. In 
this latter case a stronger property often holds. A representation p: G --+ GL(V) 
is completely reducible if, given V' C V stable under G, there exists Vile V also 
stable under G such that V = V' EB V". This is the same as saying that we can 
write p = p' EB p", a direct sum of the representations 

p'G --+ GL(V') 

p": G --+ GL(V"). 

Representation theory naturally divides into the modular and nonmodular 
cases. The modular case is when char IF divides I GI, i.e., char IF = P > 0 and p 
divides IGI. The non modular case is when char IF does not divide IGI. In partic­
ular, this includes the case char IF = O. Considerably more is known about the 
nonmodular case. Notably, in this case averaging (as defined in §13-3) can be 
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carried out. The main result with regards to complete reducibility is Maschke's 
Theorem. It holds in the nonmodular case, and its proof illustrates the usefulness 
of averaging. 

Maschke's Theorem If char IF does not divide I GI, then every representation p: G ~ 
GL(V) over IF is completely reducible. 

Proof Suppose we have U C V stable under G. Choose a vector space projection 
q: V ~ V with 1m q = U. There are many choices for q. Choosing q is the same as 
picking a vector space complement (= Ker q) to U. We want to find a complement 
that is stable under G. Equivalently, we want to choose q to be G-equivariant, i.e., 

¢. q(x) = q(¢. x) for all ¢ E G and x E V. 

Given an arbitrary projection q, we can modify it to obtain the G-equivariant 
property. Namely, let 

~ 1 '" -I q = IGi L.J 'P q'P. 
<pEG 

(i) qis G-equivariant. 

We have the identities 

Cf(¢. x) = I~I l: 'P- I . q('P' ¢. x) = ¢ I~I l:('P¢)-lq(('P¢) . x) = ¢. Cf(x). 
<pEG 'PEG 

(ii) Imq= U. 

The fact that 1m q C U follows from the definition of q and the fact that U is 

stable. The fact that q: V ~ U is surjective follows from the fact that U C V 1. U 
is the identity. 

It follows from (i) and (ii) that Kerqis a complement to U and invariant un-
fu~ • 

Under the nonmodular hypothesis, we can continue the above decomposition 
process until each constituent representation is irreducible. So, in the nonmodular 
case, every representation can be decomposed into a direct sum of irreducible 
representations. There is only a finite number of irreducible IF representations 
WI, ... , Wk of G and every IF representation of G has an unique decomposition 

k 

P ~ l:njWi 

i=1 

in terms of these irreducible representations. We remark that the individual sum­
mands isomorphic to some Wj are not uniquely determined, but each collected 
summand 

nj Wi = Wj EB ... EB Wj 
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comprising all isomorphic copies of a particular Wi is unique. 

Example: In the nonmodular case, the regular representation R has a decompo­

sition R ~ 2:~=1 diWi, where WI> ... , Wk are all the irreducible representations 
and di = dimF Wi. 

(2) Characters Representations are usually studied through their associated 
characters. Given a representation p: G ---t GL(V), then we define its associated 
character X: G ---t f by 

X(g) = tr(p(g)), 

where tr( 'P) denotes the trace of the linear transformation 'P: V ---t V. Characters 
are class functions, Le., 

X('P-Ig'P) = X(g) for allg, 'P E G. 

Example: The character of the trivial representation of G is given by X(g) = 1 
for all g E G. The character of the regular representation of G is given by 

X(g) = {IGI ~fg = e 
o If g =1= e. 

An elemental fact of representation theory is that, in the nonmodular case, each 
representation is uniquely determined by its character. If {WI, ... , Wk} are the 
characters of the irreducible representations WI> ... , Wb then they are linearly 
independent class functions and 

k 

p~LniWi 
i=1 

k 

if and only if X = L niWi· 
i=1 

We can define an inner product (_, _) on the vector space of class functions by the 
rule 

(X,A) = I~I LX('P)A('P)-I. 
<pEG 

Then {WI> ... ,Wk} are orthonormal, i.e., (Wi,Wj) = 8ij . Also, the inner product 
gives the coefficients of {WI, ... , Wk} in the above expansions. Namely, if X = 
2:7=1 niWi, then ni = (X, Wi). 

(3) Fields of Definition The representations of G depend upon the field over 
which we are working. For example, if G = IfnI is generated by 'P and V = IF, 
then the action of G on V given by 

'P . x = (x, where ( = the n-th root of unity 
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only makes sense if ( E f. This example illustrates that, as we move to larger 
fields, the number of possible representations increases. Given a field extension 
f C f', then all the representations over f can be regarded as representations over 
f' (by linear extension), but there may also be new representations defined over 
f' that are not defined over f. In particular, new irreducible representations may 
arise and an irreducible representation over f may turn out to be decomposable 
over f' by using these new representations. 

Example: The rotation tp = [~~~g;j;~ -~!~~!/~~)] of the Euclidean plane through 

the angle 21r / n can be diagonalized over (, namely tp = [~(~I]' where ( is 

as above. This example provides a two-dimensional rotation representation of 
G = Z/ nZ irreducible over R., but decomposing over ( as a sum of two (one­
dimensional) representations. 

When fields are sufficiently large, the representations of G stabilize. First of all, 
we observe that there is a procedure for identifying representations over different 
fields. We have already noted this in the case of an inclusion f C f'. If there is not 
an inclusion f elF', we pass to the composite field k = ff' and use the inclusions 
f C k and IF' C k to convert all representations into k representations. We then 
check to see when these k representations are isomorphic. 

The above type of identifications enormously simplify the total collection of 
representations of G. It is a finite collection and is realized over any sufficiently 
large enough field. Namely, given any f, we can find an extension IF C f' such 
that all representations of G are defined over f'. In particular, Brauer proved that 
all the representations of G are defined over any field containing the IGI-th roots 
of unity. 

As an illustration of why we need to pay attention to the field of definition, the 
following is used in Chapter 31 and demonstrates the advantages of working over 
algebraically closed fields. 

Schur's Lemma: Let f be an algebraically closed field and let p: G ---+ GLev) be 
an irreducible representation over F. Then every element of Z (G) acts on V as scalar 
multiplication by some A E f. 

Proof Let T E Z( G). For each ~ ElF, let 

be the eigenspace corresponding to~. f algebraically closed guarantees that T is 
diagonalizable, i.e., V is a direct sum of the spaces {V (T, ~)}. Moreover, G maps 
each V (T, ~) to itself. For, given x E V (T, ~) and tp E G, then 

T' (tp. x) = tp. (T' x) = ~(tp. x). 

So tp. x E V(T, ~). It follows that there cannot be two distinct eigenspaces of T. 
Otherwise, G would not act irreducibly on V. • 
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At the other end of the spectrum, we are often interested in the smallest field 
over which a reflection can be defined. A representation p: G -+ GLnOF) is defined 
over the subfield IF' C IF if it arises (via linear extension) from a representation 
p': G -+ GLnOF'). Let X: G -+ IF* be the character of p and assume that char IF = 
O. In particular, we have Q elF. 

Definition: The character field (OHx) is the extension of (Q generated by 1m X C 
IF* . 

By the definition of (OHx), we can have p: G -+ GLnOF) defined over IF' C IF 
only if (OH X) c IF'. But this condition is usually not sufficient. An arbitrary 
representation p: G -+ GLn OF) with character X is usually not defined over Q(X) 
itself, only over a finite extension of Q(X). The Schur index measures how far p 
deviates from being defined over (Q(X). To simplify notation, let 

K = (OHx). 

Let m be the minimal integer such that mp (direct sum of p) is defined over K. 
Such an integer exists and is called the Schur index). We now explain how to 
obtain m. The group ring IK[ G] (see § 13-1) decomposes into irreducible factors 

K[ G] = Al x ... x Ar . 

(This is just a different formulation of Maschke's Theorem.) The character map 
X: G -+ IF associated with p extends to a map x: I~\[ G] -+ IF and, since p is 
irreducible, X is nonzero on only one of the factors. Call this factor A. We can 
write 

where D is a division ring of dimension m2 over K We then have n = km. More­
over, the representation mp can be obtained from A. Let 

I = the elements of Mkxk(D), which are trivial except in the final column. 

The map 7r: G -+ K[ G] -+ A gives an action of G on I and 7r = mp. For more 
about the above, consult Curtis-Reiner [1] and Lam [1]. 

We can use the Schur index to prove the following lemma, which is used in 

§15-2. 

Lemma If P is an irreducible representation and p( G) c GLn OF) contains a pseudo­
reflection, then p is defined over (Q(X). 

proof We shall continue to use the above notation. To show m = 1, pick r.p E G 
such that p( r.p) is a pseudo-reflection. First of all, dimD rr(cp) ::; k - 1 tells us that 
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On the other hand, the fact that 7r = mp, and that p( tp) leaves a hyperplane of 
dimension n - 1 pointwise invariant, tells us that 

men - 1) ::; dimK r(cp). 

Combining (*) and (**) we have m = 1. • 
(4) Stable Isomorphisms It has already been observed that representation theory 
incorporates the theory of pseudo-reflection groups. Pseudo-reflection groups 
G c GLev) can be thought of as (pseudo) reflection representations p: G -+ 

GLev). Thinking of reflection groups in this context, we use the rest of the ap­
pendix to discuss the idea of stable isomorphisms of reflection groups. This con­
cept of stable isomorphism is needed in §5-3 and, more generally, for the classifi­
cation results for Euclidean reflection groups obtained in Chapter 7. 

Let p: G -+ GL(V) be a (pseudo) reflection representation over a field f, where 
char f does not divide IGI). Then Maschke's theorem applies and p is completely 
reducible. We now demonstrate that, when we write p as a sum of irreducible 
representations, then the irreducible components are: 

(i) reflection representations; 
(ii) trivial representations. 

No other representations arise as components. To see this, write V = VI Ef) .. 'Ef)Vb 
where each V j is invariant under the action of G. Pick a pseudo-reflection s: V -+ 

V of order n and a E V, wheres·a = (a where (is a primitive n-th root of unity. 
We want to show that a E Vj for some i. Write 

where aj E Vj. Then s· aj = (aj for each i. Since rank(l - s) = 1, it follows that 
aj =I- 0 for only one i. Thus, a = aj E Vj. 

The above observations lead to the concept of a stable isomorphism. Two re­
flection representations p: G -+ GL(V) and p': G -+ GL(V') will be said to be 
stably isomorphic if pEf)r ~ p' Ef)r', where rand r' each consist ofa finite number 
of copies of the trivial representation. In §2-3, the idea of essential root systems 
and essential Euclidean reflection groups were introduced. As pointed out there, 
every Euclidean reflection group is stably isomorphic to an essential one. So there 
is a one-to-one correspondence: 

{ t bl . h' If} {iSOmOrPhism classes of finite} s a e Isomorp Ism c asses 0 ... 
fi 't E l'd fl t' +---+ essential Euchdean reflectIOn . m e uc 1 ean re ec Ion groups 

groups 

This fact is relevant to the discussions of §5-2 and §5-3. 
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C Quadratic forms 
In all that follows, V will denote a finite dimensional real vector space. In this 
appendix, we shall establish some facts concerning bilinear forms 

13: V x V -> R 

and their associated quadratic forms 

q: V -> R 

q(x) = 13 (x, x). 

We point out that we can recover 13 from q by the rule 

1 
13 (x, Y) = 2 [q(x + y) - q(x) - q(y)]. 

A quadratic form is defined to be a map q: V -> R such that the right-hand side 
of the above expression giving 13(x, y) is bilinear. So, by definition, there is a 
one-to-one correspondence between bilinear forms and quadratic forms on V. A 
bilinear form is symmetric if13(x, y) = 13(y, x) for all x, y E V. A bilinear form is 
nondegenerate if and only if 

Vl. = {x E V I 13 (x, y) = 0 for all y E V} 

is trivial. A bilinear form is nonnegative if 13(x, x) 2: 0 for all x E V and positive 
definite if 13(x, x) > 0 for all 0 ¥- x E V. Given a basis 5 of V, a bilinear form is 
reducible with respect to 5 if we can partition 5 into two nontrivial sets 5 = 51 Il 52 
so that 13(x, y) = 0 if x E 51 and y E 52. Otherwise, it is said to be irreducible 
with respect to 5. 

Bilinear forms and their associated quadratic forms can be represented by ma­
trices. Given an (ordered) basis {el' ... , ec} of V, then 

is a representing matrix of13 or q. If x = 2:LI Xjei and y = 2:;=1 Yiej, then 

13(x,y)=XtAY . . 
[XI] [YI] 

q(x) = XtAX where X = ~c and Y = ;c . 

The various representing matrices of a bilinear form 13 are related. Namely, if 
A and A I are the representing matrices of 13 with respect to the bases {el' ... , ec} 
and {ef, ... , en, then 
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where T is the transitional matrix between the two bases, namely Tej = 

l:;=1 Tije[. 
Given a bilinear form, we would like to choose a basis so that the representing 

matrix is as simple as possible. Clearly, a matrix A representing a bilinear form 13 is 
always symmetric if 13 is symmetric. Even more, if 13 is symmetric, we can always 
choose a basis such that the representing matrix is diagonal. Equivalently, for any 
symmetric matrix there exists a (orthogonal) matrix T such that TAT- I = TAr 
is diagonal. (See, for example, §1O-2 of Hoffman-Kunze [1] for justifications of 
these assertions.) 

The first goal of this appendix will be to prove a result concerning the kernel of 
certain quadratic forms. Given q: V - JR., let 

Kerq = {x E V I q(x) = o}. 

We shall prove: 

Proposition A Suppose 13: V x V - lR is a nonnegative, symmetric bilinear form. 
Suppose 13 is irreducible with respect to the basis {eh"" ed and 13(ei, ej) ~ 0 for 
i # j. IfKer q # 0, then Ker q contains an element having positive coefficients with 
respect to {eh ... , ed. 

This result can be reformulated in terms of the representing matrices of 13 and 
q. It is this matrix version, or more exactly a corollary of it, that will be needed 
for the study of Coxeter elements in Chapter 29. We first have to introduce some 
concepts. In view of the correspondence between forms and matrices, we shall also 
say that an i x i matrix A = [aij] is nonnegative if xr AX ~ 0 for all column vectors 
X and irreducible if we cannot partition the set {I, 2, ... ,i} into two nonempty 
sets SI and S2 such that aij = 0 when i E SI and j E S2. So a matrix A representing 
a bilinear form B with respect to a basis S is nonnegative (or irreducible) if 13 is 
nonnegative (or irreducible with respect to S). In analogue to Proposition A, we 
have: 

Proposition B Let A = [aij ]lxl be a real symmetric, nonnegative, irreducible ma­
trix such that aij ~ 0 for i # j. IfKer A # 0, then Ker A contains a vector with all 
positive entries. 

Propositions A and B are equivalent. Think of A as being the representing 
matrix of 13 and q. Then the equivalence of the propositions follows from 

XtAX = 0 if and only if AX = o. 

(Here we are using the notation introduced previously.) As regards (*), it is true 
if A is diagonal. Next, consider an arbitrary symmetric A. As already observed, 
there exists an orthogonal matrix T such that TATt = TAT- I is diagonal. So the 
equivalence (*) holds for T ATt and we can use that fact to deduce that (*) holds 
A. Namely (TX)t(TATt)TX = XtAX = 0 implies that TAX = (TAr)TX = 0, 
and hence that AX = o. 

Proof of Proposition A Suppose Kerq # o. 
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This follows from the series of inequalities 

e e 
0::; q(I: !cdei) = I: !cillcjl~(ei' ej) ::; I: CiCj~(e;, ej) = q(I: Ciei) = O. 

i=1 i,j i,j i=1 

The middle inequality uses the fact that ~ (ei, e j) ::; 0 for i -=1= j. Let 

To prove (ii), we translate q(x) into matrix form. If x = 2::;=1 Xiei, then 

Moreover, it follows from ( *) that 

XtQX = 0 ifandonlyifXtQ = O. 

(Since Q is symmetric, we have (QX)t = xtQ. SO QX = 0 if and only if xtQ = 0.) 

If we combine (**) and (* * *) for x = 2::1=1 !cdei, then (ii) follows 

(iii) Ck -=1= 0 for each k. 

To see this, let 

I = {i I Ci -=1= O} and J = {i I Ci = O}. 

We want to show J = 0. The fact that Ker q -=1= 0 means that we can assume I -=1= 0. 
We shall show that % = 0 if i E I and j E f. The irreducibility of~(x, y) then 

forces J = 0. For any j, the equation 2::1=1 !Cil% = 0 from (ii) can be simplified 
to 2::iEl ICi Iqij = O. Since j E J, we have qij ::; 0 for all i E I (for we have i -=1= j). 
Consequently qij = O. 

Lastly, if we combine (i), (ii) and (iii) then the proposition follows. • 

We notice a consequence of Proposition B, which will be used in the study of 
Coxeter elements in Chapter 28. 

Corollary A Let A = [ai j lex £ be a real, symmetric, nonnegative, irreducible matrix 
such that aij ::; 0 for i -=1= j. Then A has an eigenvector with all positive entries. 
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Proof We shall show that, for some >. E R, A - >.I satisfies the hypothesis, 
and hence the conclusion, of Proposition B. Since A is real and symmetric, it 
can be diagonalized; more exactly, we can find an orthogonal matrix T such that 
TAT- 1 = TArt is diagonal. In particular, the diagonal terms are real. Since TArt 
is also nonnegative, the diagonal terms of T ATt must be nonnegative. Let>. be the 
minimal diagonal term. Then A - >'1 = [bi j II x l is a real, symmetric, nonnegative, 
irreducible matrix such that bij :::; 0 for i =f:. j. Moreover, Ker(A - >'1) =f:. O. We 
conclude from Proposition B that Ker(A - >'1) has a vector with all positive entries . 

• 
We next study bilinear and quadratic forms on real vector spaces admitting 

an action of a finite group. Given a vector space V, then, as pointed out in Ap­
pendix B, specifying an action G x V --+ V of a finite group G on V is equivalent 
to specifying a representation p: G --+ GL(V). Given an action of G on V, we 
are interested in G-invariant forms. These are bilinear forms 13: V x V --+ Rand 
quadratic forms q: V --+ R satisfying 

13(cp . x, cp. y) = 13(x, y) and q(cp. x) = q(x) 

for all cp E G, x, Y E V. The one-to-one correspondence between bilinear and 
quadratic forms passes to those that are G-invariant. 

We can easily produce a G-invariant bilinear form that is both symmetric and 
positive definite (i.e., an inner product). Just take any positive definite form 13' 
and average it to obtain § 

§(x, y) = L 13'(cp. x, cp' y). 
'PEG 

Under suitable hypotheses, we can also obtain uniqueness results for G-invariant 
forms: any two choices differ by a scalar multiple. So, in these circumstances, any 
G-invariant bilinear form must be a multiple of§. The main result is: 

Proposition C Let G be a finite group. Let p: G --+ GL(V) be an irreducible repre­
sentation. Any nontrivial G-invariant bilinear form 13: V x V --+ R is nondegener­
ate. 

Proof We want to show that V.1 = O. Observe that 13 =f:. 0 implies V.1 =f:. V. 
Next, V.1 is stable under G. Consider x E V.1. For all y E V and cp E G, we have 
the identities 

13(cp . x, y) = 13(x, cp-l . y) = o. 
By the irreducibility of p, V.1 = O. • 

As defined in Chapter 14, a reflection on a real vector space V is a linear trans­
formation s: V --+ V that leaves a hyperplane H C V pointwise fixed and acts as 
multiplication by -Ion a complementary line L. 

Proposition D Let G be a finite group. Let p: G --+ GL(V) be an irreducible repre­
sentation. Suppose the subgroup 1m p C GL(V) contains a reflection. Then any two 
G-invariant nondegenerate bilinear forms on V are multiples of each other. 
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Proof Let ~l and ~2 be the bilinear forms on V. Their nondegeneracy gives 
isomorphisms 

fi: V ~ V* 

fi: V ~ V*. 

Just pick any 0 =1= a E Vandletfi(_) = ~l(a,-)andh(_) = ~2(a,-). These 
isomorphisms, in turn, give an isomorphism 

which is set up to satisfy the identity 

~1(X,y) = ~2(<P(X),y) forallx,y E V. 

(Since we have fi (h- 1 fi (x)) = fi (x).) So, to prove ~l and ~2 are multiples of 
each other, it suffices to show <1> is multiplication by some k. 

(i) <1> is G-equivariant. 

Pick x E V and i.p E G. Then 

~2 (<1>( i.p . x), y) = ~l (i.p . x, y) = ~l (x, i.p-l . y) 

= ~2(<P(X),i.p-l. y) = ~2(i.p· <1>(x),y). 

Since the above identities hold for all y E V, and since ~2 is non degenerate, we 
must have <p(i.p . x) = i.p' <1>(x). 

(ii) <1>(a) = ka for some k E lR and a E V. 

Choose a reflection Sa: V ~ V from 1m p C GL(V). So Sa . a = -a while 
SalH = id for some hyperplane H C V. By (i), we have Sa' <1>(a) = <p(Sa . x) = 
-<1>(a). Consequently, <1>(a) is a multiple of a because lFa is the eigenvalue space 
on which Sa = -1. 

(iii) Ker(<1>-k)=V. 

By (i) and (ii), we know that Ker(<p - k) =1= 0 and is invariant under G. Now 
use the fact that p: G ~ GL(V) is irreducible. • 

It follows from the previous two propositions that any nontrivial, G-invariant 

bilinear form is of the form k~. To determine k, we need only compare ~(x, x) 

and ~(x, x) for any point x E V. 
In view of the correspondence between G-invariant bilinear and quadratic 

forms, we can use the above propositions to deduce: 

Corollary B Let G be a finite group. Let p: G ~ GL(V) be an irreducible repre­
sentation. Suppose the subgroup 1m p C GL(V) contains a reflection. Then any two 
nontrivial G-invariant quadratic forms on V are multiples of each other. 
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D Lie algebras 
The relation between crystallographic root systems and Lie algebras is quite di­
rect. What follows is a very brief sketch of that relation. For more details, and in 
particular for undefined terms, the reader is referred to any standard book on Lie 
algebras (e.g. Humphreys [1]). 

Let L be a finite dimensional semi-simple Lie algebra over (with bracket prod­
uct [_, _]. Choose a Cartan subalgebra H C L. Such subalgebras are unique up to 
automorphisms of L and also have the property of being maximal abelian subal­
gebras (i.e., [x, y] = 0 for all x, y E L). For each h E H, we have an action on L 
given by the Lie bracket product. 

ad(h): L ~ L 

ad(h)(x) = [h, xl. 

Since H is abelian, the linear transformations {ad(h) I h E H} are simultaneously 
diagonalizable. So we can decompose 

L= E9 La, 
aEH* 

where the elements of each La are eigenvectors for all the elements of H and the 
linear functional a:: H --+ ( gives the eigenvalue for each element of H. That is, 

ad(h)(x) = a:(h)x 

for each h E H and x E La. Because of the maximality of H, we have Lo = H. So 
we can refine the above decomposition and write it as 

where ~ C H* is a finite set of nonzero vectors and La ¥- 0 for each a: E ~. The 
collection ~ is an essential crystallographic root system as defined in Chapter 2. 
In particular, although H* is a complex vector space, we can locate a Euclidean 
space lE C H* (of the same dimension) so that ~ C lE. 

There is actually a one-to-one correspondence between essential crystallo­
graphic root systems and finite dimensional semi-simple Lie algebras over C The 
above discussion provides the first half of the relation, namely an explanation of 
how to associate a root system to a Lie algebra. Serre's Theorem provides the other 
half of the relation. 

Serre's Theorem Serre's Theorem is based on the observation that the root system 
~ associated with the Lie algebra L is more than just an index set for decomposing 
L; ~ actually contains enough information to completely determine L as a Lie 
algebra. 
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The root system has a simple relation to multiplication in the Lie algebra. Given 
a, {3 E ~, we have 

[L L 1 = {LO:+i3 if a + {3 E ~ 
0:, (3 0 ifa+,8~~ 

(this includes the case Lo = H). Moreover, this rule can be considerably refined. 
From the discussion of crystallographic root systems in Chapters 8 and 9, the crys­
tallographic root system is determined up to isomorphism by choosing a funda­
mental system {aI, ... , at} and calculating the integers (ai, a j) E l as defined 
in §9-1. Serre's Theorem explains how we can use any such fundamental system 
and its associated integers to also define the algebra 1. We have dim Lo: = 1 for 
each a E ~, and we can choose nonzero elements 

hi E H, Xi E Lo:; and Yi E L-o:; for 1 :::; i :::; £ 

satisfying the relations 

(i) [hi,hjl=O; 

(ii) [ 1 {hi if i = j . 
Xi, Y j = 0 if i #- j' 

(iii) [hi,xjl = (aj, ai)Xj; 
(iv) [hi,y)] = -(a},ai)Yj; 
(v) ad(xi)-(O:j,o:;)+I(Xj) = 0; 

(vi) ad(Yi)-(O:j,a,)+I(Yj) = O. 

Serre's Theorem asserts that these relations suffice to completely determine L, i.e., 
L is isomorphic to the Lie algebra generated by elements {hI, ... ,he, Xl, ... ,Xc, 
YI, ... ,ye} subject to the above relations. 
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